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Introduction

Actors seeking to manipulate public opinion are drawn to the 
attention generated by breaking news, crises, and elections. 
During these periods, the intensity of their activities 
increases, following consolidated tactics (Donovan et al., 
2022; Tripodi, 2022), techniques (Golebiewski & Boyd, 
2018), and procedures (Dawson & Innes, 2019). These pat-
terns make information operations during such times easier 
to spot and the relationships between different actors more 
discernible. Consequently, most lists of known assets (social 
media accounts, internet domains, etc.) employed by these 
operations are collected during these events.

The compilation of these lists depends on the labor-inten-
sive efforts of fact-checkers and debunkers. List-based 
approaches assume that actors who have been repeatedly 
caught sharing false, misleading, hyperpartisan, and manipu-
lated content—problematic information in the broader sense 

proposed by Caroline Jack (2017) and adopted throughout 
this article—will persist in doing so in the future, thereby 
rendering them problematic as a whole. Once compiled, 
other studies extensively reuse these lists (Allcott & 
Gentzkow, 2017; Guess et al., 2019). However, as informa-
tion operations constantly attempt to avoid detection and 
may change their social media assets due to suspension or 
deletion, studies based on outdated lists may underestimate 
the prevalence and impact of the observed phenomenon 
(Yang et al., 2023). This article introduces a novel—content 
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and actor agnostic, targeting behaviors rather than individu-
als or specific content—workflow devised to detect, monitor, 
and update lists of social media actors during and beyond the 
peak of their activities.

The workflow specifically targets coordinated behavior. 
Coordination, in and of itself, cannot be deemed categori-
cally problematic (Magelinski et al., 2022). However, an 
increasing number of studies have linked coordination on 
social media to online influence operations (Hristakieva 
et al., 2022; Starbird et al., 2019).

Posts created by accounts performing this behavior dur-
ing a specific period (e.g., a political campaign) are con-
stantly monitored, and best-performing posts are used to 
identify additional actors coordinating to spread the same 
content. In other words, the behavior of known coordinated 
actors is utilized to detect new and/or additional social media 
assets. The newly discovered actors are then added to the 
pool of monitored accounts.

We applied this workflow to study the 2022 Italian snap 
election. Building on the results of previous works that 
examined coordinated inauthentic behavior during the 2018 
and 2019 Italian elections (Giglietto et al., 2020a; Giglietto, 
Righetti, & Marino, 2019), we compiled an initial list of 435 
known coordinated accounts (238 Facebook Pages, 196 
Facebook public groups, and 1 Instagram account). Following 
the posts published by these accounts every 6 hr from July 28 
to September 25, 2022 (election day), we identified 1,022 
highly shared or commented political posts and 272 coordi-
nated links in near-real-time. In addition, we detected 66 
coordinated political accounts (20 Facebook Pages and 46 
public groups) and 554 generic (political and non-political) 
coordinated accounts (406 Facebook Pages and 148 public 
groups) not listed in our initial set of accounts.

In the following section, we contextualize the motivation 
for this work within the existing scientific literature by sur-
veying recent studies that employed a list-based approach to 
examine the prevalence and spread of problematic informa-
tion. The “Method” section details the workflow and its 
implementation deployed to study the 2022 Italian election. 
Finally, we describe three information operations (one politi-
cally motivated, one click-economy driven, and the last reli-
giously motivated) identified by analyzing the content and 
accounts that surfaced.

Literature Review

The Limits of the Content-Based Approaches

Detecting, tracking, and measuring the circulation of prob-
lematic information on social media is essential for under-
standing its prevalence and ultimately finding effective 
strategies to minimize its detrimental effects on democracy 
(Benkler, 2019). Despite extensive interdisciplinary efforts 
(Righetti et al., 2022), several challenges hinder attempts to 

provide compelling and undisputed findings that policymak-
ers can use to shape public and private policies.

Three main factors limit content-based approaches to detec-
tion: the phenomenon’s complexity, speed, and scale. The 
intrinsic complexity and multifaceted nature of problematic 
information (Gleicher, 2018; Nimmo & Hutchins, 2023) 
obstruct systematic definitions and impede the development of 
effective automated detection methods. Problematic informa-
tion extends beyond false content, as demonstrated by weapon-
ized quotes (Marino & Giglietto, 2023) and factually accurate  
stories circulated to mislead the public about the prevalence of 
certain events (e.g., a collateral effect caused by a vaccination). 
Various attempts have been made to classify problematic infor-
mation formats, particularly after 2016. Jack (2017) proposed a 
taxonomy that described misinformation, disinformation, pro-
paganda, and gaslighting as “problematic information.” Wardle 
and colleagues (2018) introduced a taxonomy of “information 
disorder” that encompasses various forms of problematic news 
content, and Donovan and colleagues (2020) provided an online 
resource with a repository of “media manipulation” cases, 
methodological tools, and definitions.

The detection speed is another challenge, as problematic 
content rapidly gains reach and engagement on social media. 
Zuckerberg and his team (2021) acknowledged that inaccu-
rate, borderline, or harmful Facebook content generates 
higher engagement levels. Moreover, recent scientific reports 
(Integrity Institute, 2022; Matatov et al., 2022) indicate that 
inaccurate and harmful content typically receives the major-
ity of its engagement within the first 24 hr of publication. 
This highlights the importance of prompt detection for miti-
gating the impact of misinformation and disinformation.

The final challenge is the issue of scale. Creating content 
is much easier than verifying, resulting in a structurally 
unbalanced competition between problematic content cre-
ators and fact-checkers. The popularization of generative 
artificial intelligence (AI) will further exacerbate this issue.

Given these challenges, most recent studies leverage the 
work on content by scaling it up at the level of actors/sources 
of problematic information.

Lists of Problematic News Sources

A common strategy to address the challenges in tracking 
problematic content involves creating lists of problematic 
social media actors or news sources (Allcott et al., 2019; 
Freelon et al., 2018; Guess et al., 2018; Houidi et al., 2019). 
Compiled by debunking organizations, journalists, and fact-
checkers, these lists generally include websites that publish 
and spread problematic information, social media accounts, 
or groups (Forrester et al., 2019; Giglietto et al., 2020b). 
Lists are assembled automatically by incorporating repeated 
offenders (sources/actors that repeatedly publish or recircu-
late content deemed false by fact-checkers) or through man-
ual investigation of the actor/source (NewsGuard, 2020).
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Although this approach reduces the challenges to detec-
tion posed by speed and scale, it remains resource-intensive 
in terms of time, staff, and associated costs, as it requires 
journalists and fact-checkers to manually check news source 
content, investigate site ownership, and report their ratings. 
Moreover, malicious sources often vanish and reappear rap-
idly, adapting to the ever-changing online media environ-
ment (Bastos & Mercea, 2019). This results in frequently 
outdated lists and may lead to underestimating the phenom-
enon (Yang et al., 2023).

Computational Detection of Problematic Actors

A second and distinct approach involves computational 
methods to detect problematic actors. Automated accounts 
mimicking real users have increasingly become the focus of 
detection efforts, particularly on social media platforms 
(Gleicher, 2018; Santia et al., 2019). Malicious actors’ 
strategies are not limited to using completely fake accounts; 
they may also use real user accounts while concealing their 
identities or intentions to propagate their ideas (Mazza 
et al., 2022).

Previous studies have demonstrated the activities of these 
networks of accounts, particularly engaged on divisive 
issues, such as the case described by Daniels (2009) of anti-
abortion sites masked under the pro-choice tag or the false 
Islamist Facebook pages spreading anti-Muslim content ana-
lyzed by Farkas and colleagues (2018). Computational meth-
ods are used to detect social bots by examining account 
information or their network of ties (Cresci et al., 2016; 
Davis et al., 2016; Wu et al., 2020).

However, this branch of study has limitations. Using com-
putational methods to detect malicious actors requires a nar-
rowed conceptualization of what constitutes a malicious 
actor to reduce false positives (Giglietto et al., 2020b). In 
addition, tactics to hide fake accounts and bots have become 
increasingly sophisticated, making detection highly complex 
without extensive human supervision combined with 
machine learning.

Coordinated Inauthentic Behavior

In addition to authenticity, coordination is another feature 
considered in efforts to mitigate problematic information cir-
culation. Organized activities on digital media are among the 
most recognizable aspects of user activity on the internet. 
Henry Jenkins’ preliminary studies on fandom showed that 
online participation was significantly driven by user coordi-
nation of activities to achieve specific tasks, such as creating 
fan theories or finding reliable spoilers for their favorite 
audiovisual content (Jenkins, 2008). These activities fell into 
the definition of participatory culture.

For a long time, scholars and journalists considered this 
characteristic of online spaces positively disruptive. This 
was partly because civil rights activists and minority groups 

widely used it to organize activities, gain visibility, and pro-
mote their issues (Freelon & Wells, 2020). Despite this initial 
wave of optimism, years later, the same platforms and simi-
lar coordination techniques were employed by various mali-
cious actors with diverse motivations (Cinelli et al., 2022; 
Starbird et al., 2019).

Balancing the protection of user voices and addressing 
malicious users at scale is considered an open challenge. 
This scenario may have led Meta to associate coordination 
with the concept of inauthenticity—misrepresentation of 
goal or identity—in the definition employed by their initia-
tives aimed at disrupting adversarial threats.

Research Questions

In designing this study, we considered the complexity of 
identifying the aforementioned problematic actors (mali-
cious news sources) and behaviors (coordinated campaigns 
aimed at spreading problematic information), as well as the 
potential, challenges, and limitations of each detection 
method. With these factors in mind, this study aims to pro-
pose an approach for uncovering problematic information by 
detecting, tracking, and updating lists of coordinated social 
media actors. This approach focuses on the concept of 
Coordinated Link Sharing Behavior (CLSB) (Giglietto et al., 
2020b; Gruzd et al., 2022) and utilizes computational meth-
ods to create and automatically update lists of Facebook enti-
ties that disseminate problematic information online.

We aim to evaluate this approach in the context of the 
recent Italian general elections. Therefore, we posed the fol-
lowing research questions:

RQ1: What types of coordinated behavior can this 
approach reveal in relation to the 2022 Italian general 
elections electoral campaign?

RQ2: Which actors were at the forefront of these coordi-
nated campaigns?

Method

Process Overview

The workflow (Figure 1) requires one or more initial lists of 
known problematic social media accounts to be monitored. 
These lists can either be found in the existing literature or 
compiled ad hoc. The posts published by these accounts can 
be periodically monitored through a scheduled process by 
accessing the Application Programming Interface (APIs) of 
social media and social media analytics platforms. This pro-
cess collects and evaluates the early performance of the con-
tent (actual) based on the historical performance of the post 
published by the accounts under examination (expected). 
The logic here is mutated from CrowdTangle’s overperform-
ing score (2016). The content of the overperforming posts 
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detected is analyzed to extract its characterizing features 
(e.g., the text of the post, the text in the image of the post, and 
the link shared by the post). These features are then used to 
search for identical or near-duplicate posts currently circulat-
ing on social media platforms, including but not limited to 
the monitored accounts. Following the detection methods 
designed and implemented in tools such as CooRnet 
(Giglietto, Righetti, & Rossi, 2020), Coordination Network 
Toolkit (Graham & QUT Digital Observatory, 2020), and 
CooRTweet (Righetti & Balluff, 2023), the lists of these 
posts are sorted chronologically to detect potential evidence 
of coordination (e.g., identical or near-duplicate posts syn-
chronously shared by multiple social media accounts) among 
the actors sharing these posts. When such behavior is 
detected, accounts are matched with the initial list, and infor-
mation on newly appearing accounts is stored. When a new 
social media account surfaces multiple times (in a single or 
subsequent scheduled monitoring process), the account is 
automatically added to the initial list and thus begins to be 
constantly monitored. In other words, an account is added to 
the list of monitored accounts if it rapidly and repeatedly 
shares the same best-performing content published by one or 
more accounts from the initial lists.

This process detects new social media accounts added to 
known coordinated networks and contributes to keeping lists 
of problematic actors updated in near-real time.

Workflow Implementation for the 2022 Italian 
Election

About the Election. The 2022 Italian general election was 
called early on July 21, 2022, following the unexpected col-
lapse of Mario Draghi’s government. The election day was 
scheduled to be held on September 25, 2022.

Glossary
•• CrowdTangle (Fraser, 2020) is a Meta-owned tool that 

tracks interactions on public content from Facebook 
Pages and groups, verified profiles, Instagram accounts, 
and subreddits. It does not include paid ads unless those 
ads began as organic, non-paid posts that were subse-
quently “boosted” using Facebook’s advertising tools. It 
also does not include activity on private accounts or 
posts made visible only to specific groups of followers;

•• CLSB is a specific coordinated activity performed by a 
network of accounts (Facebook Pages, public groups, 

Figure 1. A visualization of the circular process workflow.
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and verified public profiles or Instagram accounts) that 
repeatedly share (repetition threshold) the same news 
articles in a very short time (coordination interval) 
from each other;

•• CooRnet (Giglietto, Righetti, & Rossi, 2020) is an R 
package that, given a set of URLs, detects networks of 
CLSB accounts on Facebook and Instagram. To do so, 
CooRnet analyzes data provided by CrowdTangle. 
CooRnet automatically estimated the coordination 
interval based on the dataset under examination. To 
put the researcher in charge, CooRnet optionally 
allows the user to manually specify his own coordina-
tion interval and repetition threshold (as a percentile 
of the weight distribution on the coordinated account 
graph);

•• A CooRnet iteration (1) collects posts published in a 
certain period of time by a set of previously detected 
CLSB accounts, (2) extracts URLs shared by these 
posts, and (3) initiates a new CooRnet cycle using 
these sets of URLs. Each iteration surfaces new prob-
lematic content and detects additional coordinated 
accounts, thus refreshing the list of tracked accounts;

•• Coordinated Image Text Sharing Behavior (CITSB) is 
a specific coordinated activity performed by a net-
work of accounts (Facebook Pages, public groups, 
and verified public profiles or Instagram accounts) 
that repeatedly share images that contain the same text 
(e.g., image macros, memes) in a very short time from 
each other;

•• Coordinated Message Sharing Behavior (CMSB) is 
an additional specific coordinated activity performed 
by a network of accounts (Facebook Pages, public 
groups, and verified public profiles or Instagram 
accounts) that repeatedly share posts that contain 
identical or near-duplicate (cosine similarity > .7) text 
in a very short time from each other.

Setup. To identify the initial list of accounts to be monitored, 
we leveraged previous works on coordinated link sharing 
networks during Italian elections (Giglietto et al., 2020a, 
2020b; Giglietto, Righetti, & Marino, 2019). More specifi-
cally, we run a CooRnet iteration on links posted by three 
CrowdTangle lists of coordinated Facebook Pages and pub-
lic groups detected, respectively, during the 2018 Italian gen-
eral election, the 2019 Italian election for the European 
Union (EU) parliament (Giglietto, Righetti, & Marino, 
2019), the post-electoral period between June and November 
2019 (Giglietto et al., 2020b), and the acute phase of the 
COVID-19 crisis in Italy between January and October 2020 
(Giglietto et al., 2022). To consider links shared in the first 
comment of the post—a known adaptation strategy where 
links will not be automatically detected by CrowdTangle and 
CooRnet (Giglietto, Terenzi, et al., 2020)—we additionally 
detected a list of CITSB accounts on July 28, 2022.

We then collected all the political posts1 (N = 398,385) 
published by these accounts during the past 6 months before 
the day the election was called (January 23, 2021—July 22,  
2022). Using CooRnet on these links (N = 73,842), we 
detected—using the coordination interval of 30 s estimated 
by the tool and a repetition threshold of 26 or more (0.995 
percentile edge weight) rapid shares—435 accounts (238 
Facebook Pages, 196 Facebook public groups, and 1 
Instagram account).

The posts published by these accounts have been moni-
tored every 6 hr (3 a.m., 9 a.m., 3 p.m., and 9 p.m.) by an R 
script scheduled with cronR (Wijffels, 2022) from July 28 to 
September 25, 2022. At each run, the script queries 
CrowdTangle posts/search API to retrieve a list of the top 
100 political or unfiltered posts (all posts) sorted by 
CrowdTangle overperforming score (CrowdTangle Team, 
2016). An additional list of 100 best-performing political/
unfiltered posts published by the 10% of most frequently 
detected new coordinated accounts identified during the pre-
vious runs are also added to the monitored posts. The two 
lists of posts are then bound and deduplicated.

Links are then extracted from the collected posts and used 
to run a real-time CooRnet iteration. Coordinated links 
detected are stored in an online spreadsheet. The image text 
(a field provided by CrowdTangle by extracting text from 
image-type posts) and text of the post (message field) are 
additionally used to detect non-link-based forms of coordi-
nation (sharing images with the same text—CITSB—and 
sharing posts with the near-duplicate text—CMSB). Newly 
discovered coordinated accounts (CLSB, CITSB, and 
CMSB) are bound, deduplicated, and stored with their detec-
tion date.

The script calculates two additional metrics for each post: 
comment.shares.ratio (Giglietto, Valeriani, et al., 2019) and 
combined.metric (a synthetic measure of performance and 
comments/share balance obtained by multiplying the over-
performing score by the comment.share.ratio). Posts are then 
sorted by combined.metric. The top and bottom three posts 
are stored in an online spreadsheet.

Using this method, we surfaced 1,022 overly shared or 
commented political posts and 272 coordinated links. In 
addition, we detected 66 coordinated political accounts (20 
Facebook Pages and 46 public groups) and 554 generic coor-
dinated accounts (406 Facebook Pages and 148 public 
groups) not listed in our initial accounts.

Findings

The examination of surfaced posts and identified accounts 
facilitated the discernment of various types of problematic 
information-sharing practices, orchestrated dissemination 
networks, and information operations that transpired during 
the 2022 Italian general election campaign. Some are new, 
while others are the evolution of practices already observed 
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(Giglietto et al., 2022). This section specifically concentrates 
on three networks that captured our attention as posts issued 
by accounts within these networks repeatedly surfaced. 
Although all exhibited some degree of coordination, these 
cases varied in terms of the types of actors involved (two 
were primarily composed of groups, while one consisted of 
Facebook pages) and the nature of their behaviors: one group 
aimed to sway the public electoral discourse in support of a 
specific political faction, another occasionally circulated 
misleading information for financial motives, and the third 
endeavored to promote religious conversion with spammy 
and inauthentic methods. Each case is analyzed using the 
A-B-C framework (François, 2019). Such a framework high-
lights the interplay between manipulative Actors, deceptive 
Behavior, and harmful Content. More precisely, the frame-
work was tailored to our cases as follows: concerning the 
Actors, we examined the overall network’s size and reach; 
with respect to Content, we concentrated on the types of con-
tent posted and their origins; ultimately, we investigated 
deceptive Behavior, assessing the dependability and bias of 
the disseminated sources and/or the potential distribution of 
problematic content.

Hyperpartisan Contents Circulated by M5S 
Groups

The first case concerns an unofficial group of accounts that 
supports the Italian populist party Five Star Movement– 
Movimento 5 Stelle – (M5S). Previous research (Giglietto 
et al., 2020a) has shown that M5S has historically relied on a 
large and active network of supporters who simultaneously 
post similar content across multiple public Facebook groups. 
This trend continued during the 2022 general election cam-
paign, which revealed coordinated behaviors aimed at dis-
seminating highly partisan content.

Size and Reach. Our pre-electoral CooRnet iteration featured 
a large cluster of coordinated entities (52) unofficially linked 
to M5S. As a result of the tracking activity performed by the 
workflow in the lead-up to election day, we detected 38 addi-
tional M5S-related entities. We have identified 90 entities 
(89 Facebook groups and 1 Facebook page) ascribed to the 
M5S network for a total potential reach of 1,547,159 users. 
Although these entities do not represent official party chan-
nels, their association with the M5S is evident from their 
names or descriptions, as they explicitly reference, for 
instance, the party’s name or the leader, Giuseppe Conte. The 
top five pages by engagement in this cluster are “CONTE E 
CUORE IN MOVIMENTO” (Conte And Heart In Motion); 
“Raccolta firme per riportare al governo Giuseppe Conte” (A 
petition to bring Giuseppe Conte back to the government); 
“TELE TV 5 STELLE” (5 Star Tele Tv); “#Giuseppe Conte 
MoVimento 2050” (#Giuseppe Conte Movement 2050); 
“Amore per Conte ❤ Al tuo fianco Presidente !!” (Love for 
Conte ❤ At your side President !!).

Types of Content and Sources. Entities in this network were 
particularly prolific in terms of content posted: during the 
two months preceding the election day (July 21–September 
25, 2022) they published 534,353 posts (81,410 or 20% with 
links), on the election day 6.2 posts/min on average with 
peaks of 50+ posts/min.

Using the full dataset of posts published by this updated 
list of accounts, we studied the sources circulated. Following 
a study on the “QAnon” conspiracy theory on Facebook 
(Kim & Kim, 2021), we examined the domains of the URLs 
included in these posts and classified the source into two 
main categories: Facebook Internal/Native and External. The 
first category (Facebook Internal/Native) refers to Facebook-
native materials (photos, videos), accounts (pages, groups, 
and individual profiles), or services, while the second 
(External) refers to URLs that are not Facebook internal 
sources.2

Taken together, the large prevalence of posts without links 
(80%) and the majority of Facebook Internal Sources among 
posts with links (Table 1) suggest that External Sources play 
a minor role in shaping the information environment these 
users are exposed to.

Reliability and Hyperpartisanship. Taking into consideration 
the reliability and partisanship of sources, it is notable that 
the large majority of Facebook Internal Sources are native 
content (video, photos, etc.) created by personal profiles or 
hyperpartisan Pages and reshared in these groups (often by 
the same users who created the original post as a way to 
amplify the reach of their own creations). It is hard to assess 
the overall reliability of this content, and it is impossible to 
fully account for its recurrent pattern of circulation due to the 
limitation in the data provided by Meta. Despite these limita-
tions and following Hindman et al.’s (2022) theory of “supe-
rusers,” a limited number of very active members are 
responsible for circulating the same content to multiple 
groups in a very short period of time. The content published 
by these superusers is often shared on these groups by other 
personal profiles. When personal profiles do not create native 
Facebook content, it comes from a set of clearly partisan 
Pages which prominently feature the official Page of 
Giuseppe Conte and the party’s official pages. The fact that 
the community and partisan Pages produce most of the recir-
culated content suggests that members tend to be eminently 
exposed to like-minded content.

On the contrary, posts with links to external sources can 
expose the members to alternative viewpoints, breaking the 
echo chamber’s seals. We thus assessed the partisanship and 
reliability of the External Sources circulated by these 
accounts. Going into the entities classified as External 
Sources, about half of the URLs can be traced back to News 
Sources, that is, sources of information regularly registered 
and reliable (such as ilfattoquotidiano.it, lanotiziagiornale.it, 
and fanpage.it). The second largest category is Other Social 
Media Sources (e.g., YouTube.com, Instagram.com, etc.). 
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Less than 10% of external sources are political/institutional, 
officially or unofficially connected to M5S. The categories 
Content Provider and Sexually Explicit Sources have low 
percentages, and everything else untraceable was classified 
as Other.

Using the NewsGuard rating (NewsGuard, 2020), we 
found that just 2% of the links come from known unreliable 
sources. However, due to the limited coverage of NewsGuard, 
most of the domains (76%) were not rated, hindering a proper 
third-party-supported reliability assessment of these sources. 
That said, it is worth noting that the large majority of news 
articles circulated belong to outlets considered close to the 
M5S (e.g., Il Fatto Quotidiano, NotiziaGiornale) or hyper-
partisan blogs that aggregate links and/or reposts the full text 
of cherry-picked pro-M5S news stories.

Problematic Content. Aside from partisanship, monitoring the 
posts generated by these accounts during the campaign 
revealed at least two instances of problematic content that 
were reported, deemed false, and debunked by Italian fact-
checkers. This problematic content involved the dissemina-
tion of fabricated polls, which allocated higher percentages 
of voters to the M5S than were found in the polls conducted. 
False polls are a manipulation technique frequently employed 
in electoral campaigns, as they aim to reinforce the band-
wagon effect and enhance mobilization around a candidate 
(Natale, 2009). This can have even more disruptive conse-
quences in highly partisan information environments like the 
one described above.

Premeditated Incidental Exposure to Misleading 
Political Content

The second investigated case concerns a network of Facebook 
Pages that coordinately posted clickbait image macros with 
links. The network was detected by investigating sources of 
posts that repeatedly surfaced for their performance and 
skewed comments/share ratio toward comments.

Size and Reach. The investigation traced a network of 46 
Pages that published 58,035 posts from July 21 to September 
25, 2022. Overall, the Pages belonging to this network claim 
to have various purposes, ranging from sharing comedy and 
aphorisms to religious pages that post prayers or image mac-
ros with biblical characters. The two accounts that achieve 
the highest levels of engagement within the network are two 
Pages that can be characterized as religious: “La Preghiera di 

Table 1. Summary of the Classified Sources in Posts With Links.

Type of source Freq %

Facebook internal/Native sources 52,885 52.0
External sources 48,769 48.0
Total 101,654 100.0

Oggi” (Today’s Prayer) and “Santa Rita da Cascia Avocada 
dei casi impossibili prega per noi” (Saint Rita of Cascia Avo-
cada of Impossible Cases Pray for Us). The potential reach of 
these two pages was about 768,000 users since, at the time of 
analysis, they had 327,027 and 441,647 followers, respec-
tively. They exchange intentions and primarily share image 
macros featuring biblical characters, prompting users to 
respond with prayers in the posts’ comments.

Types of Content and Sources. Despite their claimed purposes, 
these Pages frequently contain news about current social and 
political issues in addition to their native entries. A consider-
able part of the published content is a mix of politics and 
entertainment, cross-shared by several Pages from the net-
work. In this way, Facebook users looking for jokes, apho-
risms, or prayers are also “incidentally” exposed to hard 
news.

The aforementioned religious Pages “La Preghiera di 
Oggi” (Today’s Prayer) and “Santa Rita da Cascia Avocada 
dei casi impossibili prega per noi” (Saint Rita of Cascia 
Avocada of impossible cases pray for us), respectively, pub-
lished 1,295 posts for total interactions (sum of comments, 
shares, and reactions including likes) of 3,799,049 and 
2,366 posts (1,494,138 total interactions) between 21 July 
and 25 September 2022. Based on the name, description, 
and other self-presentation cues, both Pages claim to have a 
religious purpose. However, two-thirds of the posts are, in 
fact, not religious.3 Despite their prevalence, non-religious 
posts tend to get fewer interactions than religious content 
(see Table 2).

Based on these data, we can ascertain that the vast major-
ity of interactions are garnered by religious posts that are 
on-topic. However, this publishing behavior raises concerns 
because it potentially exposes a significant number of 
users—as indicated by Size and Reach—to clickbait image 
macros featuring links to news articles focused on political, 
occasionally controversial, issues alongside religious posts. 
In other words, while the low level of interactions highlights 
that most users subscribing to these Pages tend to be uninter-
ested in non-religious posts, we can infer that many of them 
are indeed exposed to off-topic clickbait posts. Moreover, 
users who frequently interact with religious posts are more 
likely to be exposed to other posts as a side effect of the rec-
ommendation/distribution algorithm.

Reliability and Hyperpartisanship. The posts on these Pages 
frequently employ clickbait headlines that inadequately rep-
resent the news, directing the exposed users toward mislead-
ing or sensationalist interpretations.

Figure 2 illustrates the kind of news that the aforemen-
tioned pages coordinately publish and how the post appears 
on the user’s feed.

Despite the extensive discussion on this news, they are 
frequently portrayed with the urgency typical of breaking 
news. All these posts share the same visual layout, composed 



8 Social Media + Society

Table 2. Type of Posts and Average of Total Interactions (July 21–September 25, 2022).

Religious posts Non-religious posts

La preghiera di Oggi Frequencies 394 901
Total interaction 3,467,412 331,637
Average of interaction 8,800.5 368.1

Santa Rita da Cascia Avocada dei casi impossibili 
prega per noi

Frequencies 607 1,759
Total interaction 1,337,861 156,277
Average of interaction 2,204.1 88.8

Figure 2. Example of political news content by pages from the 
network.

of pictures in the background and a super-impressed click-
bait headline poorly related to the attached news story. The 
link to the article itself, most of the time shortened, is either 
placed in the text that describes the photo-type post (mes-
sage) or, occasionally, in the first comment of the post. In the 
example in Figure 2, the headline (“He killed himself”) mis-
leadingly implies the “suicide” of Luigi Di Maio, but it meta-
phorically refers to the Former External Relation Minister’s 
political activity as “political suicide.” The post may be 
intentionally misleading, as the metaphor is problematic for 
a less attentive reader.

Fact-checking this type of post is also rather complicated, 
as the term suicide, although misleadingly employed in this 
case, is sometimes used by Italian journalists to label politi-
cal operations that turned out to self-inflict damages to the 
politician. Despite its misleading aim, the link points to 
Tvzap.it, a legally registered news magazine dedicated to 
celebrity gossip, a tactic that contributes to sowing further 
confusion in users encountering this news.

Problematic Content. The incidental exposure to news can 
have significant (and controversial) implications on how 
some people form their opinions. Some individuals may be 
more susceptible than others to the influence of news found 
randomly, depending on various factors such as age, level of 
education, cultural background, and political orientation. 
According to Fletcher and colleagues (Fletcher & Nielsen, 
2018), people who do not actively seek out news are more 
affected by unintended news exposure as they have fewer 
resources at their disposal to form opinions or verify the 
accuracy of information. The incidental exposure to unreli-
able or false news may influence the perception of exposed 
subjects’ reality, fueling phenomena such as intolerance, 
polarization, and conspiracy theories.

Religious Proselytism via Facebook Messenger 
Bots

The third and final case study, pursued based on surfaced 
posts, also underscores potential applications of the work-
flow concerning religious content. Contrary to the previous 
case, where religious Pages were utilized to disseminate 
problematic content, here we observe a reverse trend in 
which large public groups unrelated to religion serve as part 
of a complex operation to promote religious proselytism.

Size and Reach. While monitoring the campaign, the real-time 
analysis repeatedly surfaced well-performing posts with direct 
links to Facebook Messenger and WhatsApp chats posted by 
individual users in large Facebook public groups. A manual 
inspection of these posts and groups led to an ongoing ethno-
graphic investigation on using Messenger bots to lure users 
and perform online proselytism activity. We traced this opera-
tion to the Church of Almighty God, also known as Eastern 
Lightning, a controversial religious movement established in 
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China in 1991. To get a better picture of the Facebook assets 
involved in the operation, we collected all the posts created by 
all the monitored accounts posted between July 21 and Sep-
tember 25, 2022, and containing a Messenger link (“m.me”) or 
a link to two domains affiliated to the operation “kingdomsal-
vation.org” and “vangelodigiorno.vangelodioggi.org.” A 
CooRnet iteration on these links (N = 13,696) detected a net-
work of 1,390 public groups organized in three components 
and seven clusters grouped by language (two Italian, French, 
Spanish, English UK, English US, and Ukrainian). For this 
case study, we focused on the Italian groups (N = 61 with 
1,724,907 total members) and Pages (N = 13 with 294,625 
total subscribers) identified by analyzing the Messenger links.

Types of Content and Sources. The large, poorly moderated, 
and sometimes non-religious groups are used by the campaign 
to spread posts and events that bait users into their Messenger 
bot proselytism. The process starts with the user clicking the 
Messenger link (see Figure 3a). At this stage, the conversation 
is fully automated (Figure 3b). The purpose is to invite the user 
to join periodic catechism events in a semi-automated Mes-
senger group chat. To get the invite, the user must first add a 
personal profile as a Facebook friend (see Figure 3c).

From a content point of view, the posts circulated by 
this network are generally photo-type posts containing a 
call-to-action caption that invites users to write “Amen” 

in comments, such as in Figure 4. Using this technique, 
these pages can reach tens of thousands of comments. The 
post shown in Figure 4 was published by the page “Vangelo 
di giorno” (“Gospel at day”) with about 28,000 subscrib-
ers but reached over 90,000 comments.

Reliability and Hyperpartisanship. On average, the 13 Pages 
analyzed have 72.6 administrators each. This number is in 
itself remarkable. For example, the Page named L’abbraccio 
di Gesù e Maria4 (The embrace of Jesus and Mary) has 122 
admins, all Italians. Another Page, Vangelo di giorno5 (The 
Daily Gospel) has 93 admins (91 Italian and 1, respectively, 
from Greece and South Korea). The Page was originally cre-
ated on 15 March 2020 (during the COVID-19 first Italian 
wave) under the title Andrà tutto bene (Everything is gonna 
be fine), a popular slogan that emerged while the country 
was undergoing its strictest lockdown.

The high number of administrators and the misleading 
name changes is not the sole peculiarity of these entities’ net-
work. Another unusual characteristic is a high number of 
groups linked to the Page. An emblematic example is 
L’amore sulla croce6 (Love on the Cross), which has 89 
administrators and is linked to 79 Facebook groups.

Problematic Content. Overall, this network does not appear to 
be motivated by political or economic factors. Instead, the 

Figure 3. Screenshots exemplify the process initiated when the user clicks on the “Go to link” button advertised by the event. 
Personal profiles have been blurred.
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primary goal of this large-scale operation is religious prose-
lytism pursued through spammy and inauthentic strategies. 
Content shared by this network within large groups, often in 
the form of posts or events with links to their bots, never 
explicitly mentions the religious movement or refers to the 
aspects of their credo that differentiate them from main-
stream Christianity, particularly the Catholic Church in Italy. 
Consequently, users drawn into their proselytism funnel are 
unaware that they are engaging with a specific religious 
movement and do not learn about the movement’s true 
beliefs until they are already involved. At the time of writing, 
8 of the 13 Pages investigated are unavailable.

Discussion, Implications, and Future 
Work

Information operations intent on manipulating public opin-
ion by capitalizing on the vulnerabilities of social media plat-
forms and the current media ecosystems are a persistent 
presence. While their peaks of activity spike during breaking 

Figure 4. An example of these religious entities’ posts. The 
caption is a call-to-action saying “To you who are reading, you 
are the most blessed person. Enter Amen, and good things will 
happen in your life.”

news, crises, and elections, adversarial actors tend to be 
always active and ready to jump on whatever topic grabs the 
attention of a large enough audience. This article introduces 
a workflow to take advantage of these activity’s peaks while 
enabling recurrent monitoring of problematic actors in their 
day-to-day audience-building and off-peak operations.

The workflow was implemented to follow the activities of 
known coordinated social media accounts during the 2022 
Italian election. The content and actors that surfaced in the 
lead-up to election day prompted three investigations that shed 
light on the dynamic of attention-seeking performed by ideo-
logically, economically, and religiously motivated groups.

Populists and hyperpartisan news outlets leverage exist-
ing social media assets to seek an audience for their content. 
Religious posts are used as an attention grabber to serve mis-
leading political stories to an unaware audience. At the same 
time, inauthentic religious proselytism turns to large and 
poorly moderated Facebook groups to spread its message 
with spam techniques. In all three cases, the social media 
assets (Facebook Pages, groups, and personal profiles) 
belonging to each operation employed CLSB to amplify the 
reach of their content. Despite this common denominator, 
each case exhibits different problematic aspects and varies in 
size, reach, sources, and content type. Collectively, they help 
evaluate the workflow by demonstrating some outcomes of 
its implementation.

Despite these results, the implementation deployed is lim-
ited to two social media sites (Facebook and Instagram) and 
relies on a social media analytic infrastructure (CrowdTangle) 
that will reportedly be discontinued soon (Lawler, 2022). 
However, the workflow is designed to track known actors 
across different social media platforms by relying on the offi-
cial researchers’ APIs currently under development at Meta 
and already available for TikTok, Twitter, and YouTube. The 
detection logic can be easily adapted to any social media 
platform as long as their APIs support real-time post search. 
Post-search is the core building block of the architecture as it 
enables simple or more complex forms of near-duplicate 
detection (Papadopoulou et al., 2022) (e.g., posts with the 
same/similar link, message, image, audio, or video).7 Such a 
form of data sharing is in accordance with Article 40 of the 
EU’s Digital Services Act (DSA), which stipulates data 
access and scrutiny regulations for very large online plat-
forms and search engines.

A limitation of this study is that it exclusively focuses on 
Italy’s 2022 election campaign period. As highlighted, the 
value of this workflow lies in its capacity to facilitate moni-
toring beyond periods of heightened activity among coordi-
nated actors. This is accomplished through continuous 
analysis over time, enabling the evaluation of differences 
between election and non-election periods. Consequently, 
the monitoring of out-of-peak activity periods is an ongoing 
endeavor and will be addressed in future research.

The implications of such an approach reverberate from 
the supplier to the consumer side of the equation. Constant 
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monitoring of up-to-date lists of known actors may surface 
potentially problematic content in quasi-real time and feed a 
rapid-alert system for fact-checkers. An always-on strategy 
makes it easier to comprehend the tactics used by influence 
operations and reveals a broader, more recent, and compre-
hensive set of assets involved. Underestimating the assets 
employed could result in incorrectly estimating the cam-
paign’s reach and misclassifying the exposed people. A more 
current and thorough list of the assets involved can—
instead—result in more accurate estimates of the prevalence 
of the campaign’s content and, consequently, better identifi-
cation of those who were exposed to assess the impact of that 
exposure on their behavior and opinions.

Finally, it is also worth noting that the workflow auto-
matically highlights cases warranting further investigation, 
but neither the content nor the actors should be automatically 
deemed problematic or harmful on this basis. The alert sys-
tem assists investigative journalists, researchers, fact-check-
ers, and debunkers in better prioritizing their work and 
allocating their limited resources to potentially problematic 
content gaining traction on mainstream social media. These 
expert investigations remain crucial for assessing the harm-
fulness of information operations.
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Notes

1. A post is considered political if its text fields matches at least 
one of these keywords: Fratelli d’Italia, FdI, Meloni, Partito 
Democratico, PD, Letta, Lega, Salvini, Movimento 5 Stelle, 
M5S, Conte, Forza Italia, FI, Berlusconi, Tajani, Azione, 
+Europa, Calenda, Italia Viva, Renzi, Italexit, Paragone, 
Alleanza Verdi Sinistra, Europa Verde, Verdi, Bonelli, Evi, 
Art.1-MDP, MPD, Speranza, Sinistra Italiana, Fratoianni, 
governo, parlamento, Draghi, Mattarella, elezioni, Impegno 
civico, Tabacci, Di Maio, Grillo. To minimize false positive 
political posts, we also double-check that some names of poli-
ticians that are also common Italian words (e.g., the surname 
of Giorgia Meloni is also the plural of a fruit name) are spelled 
with the first uppercase letter.

2. We identified six subgroups of external sources: other social 
media sources (domains of social media services), news 

sources (domains of registered news media), political/insti-
tutional sources (domains attributable to political parties or 
Italian institutions), content provider sources (domains attrib-
utable to content provider like), sexually explicit sources 
(domains that link to sexually explicit content), and other.

3. All posts that contained at least one of the following keywords 
in the post text or image were considered religious: amen, ave, 
benedica, bibbia, catechismi, catechismo, cattolica, cattolici, 
cattolico, cristo, crocefissi, crocefisso, crocifissi, crocifisso, 
dio, gesu, gesù, madonna, maria, medjugorje, pio, religione, 
religioni, religiosi, religioso, rosario, santo, vangeli, vangelo, 
vergine, preghiera.

4. https://www.facebook.com/Labbraccio.di.GesU.e.Maria/.
5. https://www.facebook.com/Vangelo.di.giorno.2019/.
6. https://www.facebook.com/sullacroce/.
7. Anonymize for peer review.
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