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Introduction

Galactic Cosmic Rays (GCRs) were discovered by Victor Hess in 1912
(Hess, 1912) with aloft balloons carrying ionization chambers. Ground-
based detectors (e.g. ionization chambers, Geiger counters, muon detec-
tors and neutron monitors; NMs) were installed since then around the
globe (see Stoker, 2009). Among them, NMs have played an important
role for having provided more than 60 years of continuous observations on
integrated GCR flux above cutoff rigidities of 0.1-10 GV (Smart and Shea,
2009). NMs, however, cannot measure the primary component of GCRs
because these high-energy particles interact in the Earth atmosphere and
produce secondary particles. Only during the 1960s, detectors placed on
board spacecraft (S/C) allowed for direct observations down to tens of
MeV energies. Nowadays, the term GCRs refers to cosmic rays that are
thought to be originated within our Galaxy and even beyond. The GCR
propagation process from the interstellar medium in the heliosphere to-
wards Earth is described throughout this work and a sketch in provided
by Figure 1. The Sun is an active star and emits a continuous radial
flow of supersonic plasma (solar wind) carrying a magnetic field in the
interplanetary space that remains rooted on the photosphere of the Sun.
As the Sun rotates, the magnetic field forms an Archimedean spiral that
fills the whole region in which the Sun manifests its influence: the helio-
sphere. Outside the heliosphere, the interstellar medium is populated by
GCRs presenting a time-independent isotropic flux. The Voyager 1 and 2
S/C traversed the termination shock of the heliosphere at 94 AU (Stone
et al., 2005) and 84 AU (Richardson et al., 2008), respectively, and Voy-
ager 1 crossed the heliopause at 121 AU (Gurnett et al., 2013), allowing
for the first direct measurements of GCRs beyond the region dominated
by the solar wind (Stone et al., 2013). The overall effect of particle prop-
agation through the heliosphere is known as solar modulation (Potgieter,
2013). The GCR modulation varies with the solar activity that presents
a quasi-periodic 11-year cycle. A clear anti-correlation between the GCR



2 Introduction

Figure 1 Sketch of the cosmic-ray propagation from the interstellar
medium through heliosphere, magnetosphere and interaction with the
Earth atmosphere.

intensity in the inner heliosphere and the solar activity is observed. A 22-
year periodicity is also observed in the GCR flux trend due to the reversal
of the solar magnetic field polarity (Hathaway, 2015). Solar activity and
solar polarity induce long-term GCR flux variations (see Chapter 3).

Due to Sun rotation with a periodicity of about 27 days near the
equator (synodic period), long-living structures in the upper layers of
the Sun, e.g. coronal holes mainly during the descending part of the
solar cycle, generate solar wind disturbances that cause quasi-periodic
modulations of the GCR flux on shorter time scales (from hours to a
month). These short-term GCR flux variations can be either recurrent
or transients depending on the characteristics of solar wind disturbances
that originate them.

This thesis work is devoted to the study of recurrent and transient
GCR flux variations observed with a particle detector (PD) on board the
European Space Agency (ESA) LISA Pathfinder (LPF) mission. The
LPF S/C orbited around the L1 Lagrangian point between 2016 and
2017. ESA found as necessary to fly a pathfinder mission aiming to test
the instrumentation that will be placed on board the first interferome-
ter for low-frequency gravitational wave detection in space LISA (Laser
Interferometer Space Antenna; Amaro-Seoane et al., 2017). In order to
control any source of noise on the test masses that play the role of mirrors
of the interferometer, diagnostics detectors were placed on board the LPF
S/C for temperature, incident radiation and magnetic field monitoring.
Incident radiation observations, in particular, were carried out with a PD
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consisting of two silicon wafers placed in a telescopic arrangement with
a geometrical factor of 18 cm2 sr for particle single-count measurements.
Proton and helium nuclei (constituting roughly 98% of the GCR bulk
in the inner heliosphere) were sampled at 0.067 Hz above 70 MeV n´1.
Hourly-averaged data allowed for the study of long-term and short-term
GCR flux variations with a statistical uncertainty of 1%.

Since LPF was in orbit for one year and a half during the descending
phase of the solar cycle N. 24 in a positive polarity period, a correspond-
ing increase in the mean GCR count-rate during the mission elapsed time
was observed. A study of the complete LPF dataset allowed to investigate
the role of interplanetary processes in modulating GCRs. Periodicities
related to the Sun rotation and their association with solar wind distur-
bances are discussed. A detailed study of transient GCR flux short-term
variations is also presented. The most intense transient processes of solar
origin are represented by the interplanetary counterparts of coronal mass
ejections (ICMEs), explosive phenomena during which the Sun releases
huge amount of plasma material that is convected in the heliosphere. The
typical signature on GCR observations of an ICME transit is a sudden
intensity decrease and a gradual recovery, called Forbush decrease (FD).
Three FDs were observed during the LPF mission elapsed time.

The second part of this work focuses on the characterization of a
FD observed on board LPF on August 2, 2016. A dedicated numerical
simulation aiming to reproduce observations was carried out. A novel ap-
proach is proposed in order to take into account the influence of coherent
magnetic field structures on GCR flux variations. A subset of ICMEs car-
ries closed magnetic structures rooted at the Sun and convected out by
the solar wind, called magnetic clouds (MCs). Their quasi-3-D magnetic
field topology is retrieved using the Grad-Shafranov (GS) reconstruction,
an advanced data analysis technique aiming to recover a magnetic flux-
rope structure starting from single S/C data. The GS reconstruction
outcome is used here in combination with a dedicated particle propaga-
tion code. Many attempts in studying formation and time evolution of
MC-driven FDs were recently proposed by using various analytical mag-
netic field models. The realistic MC configuration provided by the GS
reconstruction represents a step-forward with respect to previous models.
To our knowledge, this work constitute the first attempt to merge the
GS reconstruction with a dedicated Monte Carlo test-particle simulation
for reproducing the GCR flux modulation ascribable to a MC transit.



Chapter 1

The LISA Pathfinder mission

An overview of the characteristics of the ESA LPF mission is presented
in this chapter. LPF was aimed for the technology testing of the instru-
mentation that will be placed on board the future LISA interferometer
for low-frequency gravitational wave detection in space. In particular,
the instruments devoted to the interplanetary medium monitoring, PDs
and magnetometers, are described in detail.

1.1 Mission overview
The detection of gravitational waves at frequencies smaller than 1 Hz
with laser interferometry presents challenges which can be solved only
by placing instruments in space. The LISA mission led by ESA is a
space-based version of the ground-based LIGO and VIRGO interferom-
eters (Abbott et al., 2016). LISA is designed to establish a multi-link
space laser interferometer with an arm length of 2.5 million km that sep-
arates three satellites in a triangular arrangement. Each satellite will
host two cubic test masses (TMs) of of 46.000˘0.005 mm side that must,
nominally, remain in free fall. These TMs play the role of mirrors of the
interferometer and laser beams monitor their distance between different
S/C along the experiment sensitive axis. The gravitational wave signal
can be detected with a proper combination of the measured laser phase
shifts. LISA is designed to be sensitive to perturbations of the spacetime
at a level of about 1 part in 1020 in h{

?
Hz at frequencies from 0.1 to

100 mHz. Many technological challenges raised by the LISA design could
not be tested on ground and consequently, ESA found as necessary to
fly LPF, a dedicated technological precursor mission for LISA. The LPF
mission allowed to reproduce one of the LISA arms with a length of just
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Figure 1.1 Left: sketch of the LPF satellite. The figure shows the two
TMs (TM1 and TM2) and two independent interferometers allowing for
positioning the TMs with respect to the satellite and among them along
the experiment sensitive axis. Electrodes for TM actuation and electro-
static positioning are also shown (Armano et al., 2016). Right: monthly-
averaged sunspot number during the solar cycle N. 24. Vertical dashed
lines indicate the LPF mission elapsed time.

376.00˘0.05 mm within a single S/C. The TMs weight 1.928˘0.001 kg
and are composed of a high-purity gold-platinum alloy (see Figure 1.1;
left panel). Both TMs are contained within an electrode housing which
acts as an electrostatic shield in addition to be a six degrees-of-freedom
sensor and an electrostatic force actuator. Charge accumulated in the
TMs due to cosmic rays and high-energy solar particles is removed by
a UV light discharging system. LPF allowed for the testing of dif-
ferent subsystems that will be placed on board LISA even though did
not present any gravitational-wave detection capabilities. LPF hosted
the ESA LISA Technology Package (Vitale et al., 2005, LTP) and the
National Aeronautics and Space Administration (NASA) Disturbance
Reduction System (DRS) with colloidal thrusters (Armano et al., 2015).
The LPF S/C was launched with a Vega rocket from the Kourou base
in French Guiana on December 3, 2015. The satellite reached its final
six-month orbit around the first Lagrangian point L1, at 1.5 million km
from Earth in the Earth-Sun direction, at the end of January 2016. The
S/C elliptical orbit was inclined by about 45° to the ecliptic (see Figure
1.2). The minor and major axes of the orbit were approximately 0.5 mil-
lion km and 0.8 million km, respectively. LPF remained into orbit during
the decreasing part of the solar cycle N. 24 when the averaged monthly
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Figure 1.2 LPF orbit in a synodic (corotating) frame having the Earth as
the origin. The x-axis points along the direction towards the Sun and the
x-y plane lies on the ecliptic. The z-axis is chosen to form a right-handed
coordinate system (Landgraf et al., 2005)

sunspot number decreased from 57 through 18 (Figure 1.1; right panel).

1.2 The LISA Pathfinder particle detector
Cosmic and solar particles with energies larger than 100 MeV n´1 pen-
etrated approximately 13 g cm´2 of S/C and instrument materials and
charged the TMs. The TM charging process was expected to constitute
one of the main sources of noise for LISA-like space interferometers (Shaul
et al., 2006; Armano et al., 2017). A PD placed on board LPF allowed
for in situ monitoring of protons and helium nuclei (Figure 1.3). This PD
was mounted behind the S/C solar panels with its viewing axis oriented
along the Earth-Sun direction. It consisted of two „ 300 µm thick silicon
wafers of 1.40 ˆ 1.05 cm2 area, placed in a telescopic arrangement at a



4 1.2 The LISA Pathfinder particle detector

Figure 1.3 Sketch of the PD shielding copper-box and silicon wafers. On
the right is reported the PD model used for the GEANT4 simulation
(Mateos et al., 2010). Simulations of the PD performance were also
carried out with Fluka (Grimani and Vocca, 2005; Grimani et al., 2009).

distance of 2 cm. A shielding copper box of 6.4 mm thickness surrounded
the silicon wafers in order to stop ions with energies smaller than 70 MeV
n´1. This conservative choice was made in order to not underestimate
the overall incident particle flux charging the TMs. The counting of par-
ticles traversing each single silicon layer (single counts) were returned to
the telemetry every 15 s. The energy deposits in the rear detector of
particles traversing both silicon wafers in less than 525 ns (coincidence
mode) were stored on the on board computer in histograms of 1024 en-
ergy linear bins from 0 MeV to 5 MeV and returned to the telemetry
every 600 s. The PD geometrical factor for particle energies ą 100 MeV
n´1 was of 9 cm2 sr for each silicon wafer for single counts and about
one-tenth of this value for particles in coincidence mode. The maximum
allowed detector count rate was 6500 counts s´1 in the single count con-
figuration. In coincidence mode 5000 energy deposits per second was the
saturation limit corresponding to an event proton fluence of 108 protons
cm´2 at energies ą 100 MeV. The spurious test-mass acceleration noise
due to the charging process was estimated before the mission launch with
Monte Carlo simulations on the basis of GCR and solar energetic particle
(SEP) flux predictions at the time the mission was supposed to be sent
into orbit. Charging process studies were carried out with both Geant4
(Wass et al., 2005) and Fluka (Grimani et al., 2015).
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Figure 1.4 A schematic view of the LTP with indicated magnetometers
location (MX, MY, PX, PY) within the LPF S/C with respect to the
TM electrode housing (adapted from Diaz-Aguilo et al., 2011).

1.3 The LPF magnetometers
Measurements of magnetic field intensity and fluctuations within the vac-
uum enclosure were not allowed. In order to monitor the magnetic dis-
turbances on board the satellite, four magnetometers (MX, MY, PX and
PY) were placed in the LTP at a distance of about 19 cm from the TMs in
a cross-shaped configuration. Billingsley TFM100G4-S fluxgate tri-axial
magnetometers were placed on LPF. Since the LTP was placed at the
center of the S/C platform, the magnetometer sensing axes were aligned
with the interferometer reference frame as shown in Figure 1.4. Each
magnetometer was composed of three different magnetic sensors aligned
along the x, y and z directions. They consisted of an inner drive (pri-
mary) coil with a high permeability magnetic core material surrounded
by a sensing (secondary) coil. The magnetometers could be operated in
the temperature range from ´55° to 80° with a sensitivity of 60 µV nT´1

and a flat frequency response from DC up to 3.5 kHz. Magnetic field
data were gathered at rate of 1 Hz.



Chapter 2

Galactic cosmic rays

Main features of cosmic-ray particles are presented in this chapter. Cos-
mic rays are produced in galactic and, most likely, extra-galactic astro-
physical sources. The overall cosmic-ray flux observed in the inner he-
liosphere appears modulated by the particle propagation process in the
solar cavity with respect to the interstellar counterpart. In the vicinity of
the Earth, cosmic rays are further deflected by the geomagnetic field and
interact with the atmosphere thus producing secondary particles. Space-
based detectors for direct cosmic-ray observations and ground-based neu-
tron monitors (NMs) are described here.

2.1 Composition and spectrum
The expression cosmic rays was introduced for the first time by R. Mil-
likan in 1926 (Millikan and Cameron, 1926) and indicates the extrater-
restrial ionizing radiation discovered by V. Hess (Hess, 1912) a few years
before. Hess carried out a series of pioneering balloon flights in order to
measure the ionizing radiation while approaching an altitude of about 5
km above the Earth surface. By assuming an Earth origin for this radia-
tion, Hess was expecting to observe a decreasing intensity with increasing
altitude. Conversely, the radiation intensity was increasing at high al-
titudes suggesting that an extraterrestrial radiation was responsible for
these observations. At the beginning of 1900, the only known penetrat-
ing radiation could be ascribable to incident photons. Only several years
later it was discovered that cosmic rays consist essentially of nuclei (99%)
with a minor fraction of electrons (1%), positrons (0.1%) and antipro-
tons (0.01%). Primary cosmic rays are those accelerated by astrophysical
sources, while those produced by the interactions of primary cosmic rays
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Figure 2.1 GCR energy spectra measurements from various experiments,
from http://www.physics.utah.edu/~whanlon/spectrum.html.

in the interstellar medium are called secondaries. Among the secondaries,
lithium, beryllium, helium-3, boron and nuclei of the iron-group result
more abundant in cosmic rays than in the solar system. Nowadays, the
term cosmic rays refers generically to particles that are not produced by
the Sun with energies ranging between 106 eV and 1020.2 eV according
to present observations (Castellina, 2019). Cosmic rays up to energies
of 1015 eV are supposed to have a galactic origin. The Larmor radius of
cosmic rays in the interstellar medium ranges from 105 km at the lowest
energies through 1012 km near 1015 eV. Due to the Galaxy dimensions,
any information about source location is lost as a result of the particle
propagation process.

The cosmic-ray energy differential flux, JpEq measured in m´2 sr´1

s´1 GeV´1, allows for the study of the energy distribution of cosmic rays

http://www.physics.utah.edu/~whanlon/spectrum.html
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as follows
JpEq “

dN

dAdΩ dt dE

where dN is the number of events observed in the energy range dE with
an ideal detector having a geometrical factor dAdΩ during an interval
of time dt. Figure 2.1 shows a compilation of proton data obtained with
different experiments between 108 eV and ą 1020 eV. Between „ 109 eV
and „ 1015 eV the GCR energy spectrum presents a single power law
trend with a spectral index of ´2.7. At about 1015 eV, the spectrum
becomes softer: this region is called the knee of the spectrum. It is
generally assumed that this change of slope is due to the leaking process
of cosmic rays out of the Galaxy even if a decrease of the efficiency of
galactic accelerators cannot be excluded. Recent observations carried out
by the Auger collaboration (Castellina, 2019) indicate that at 8 ˆ 1018

eV the cosmic-ray composition changes from light to heavy and that
a change of spectrum slope (ankle of the spectrum) is present. These
evidences seem to suggest that at these energies the origin of cosmic rays
changes from galactic to extra-galactic.

2.2 The heliosphere
The heliosphere is the region of space surrounding the Sun inflated by
the solar wind. Despite its name, this region appears highly elongated
due to the motion of the solar system through the interstellar medium.
The heliosphere is bounded by the termination shock at „ 100 AU from
the Sun, where the solar wind makes a transition from a relatively cool
supersonic flow to a hot subsonic flow. The subsonic region between the
termination shock and the heliopause (i.e. the outer region between the
heliosphere and the local interstellar medium) is called heliosheath (see
Figure 2.2). The solar wind is a supersonic plasma flowing out of the
Sun at velocities of 250-800 km s´1 consisting of electrons, protons and
alpha particles with energies ranging between 0.5 and 10 keV. At the
origin of the solar wind formation there is the high temperature of the
solar corona, the upper layer of the solar atmosphere, of approximately
2 ˆ 106 K that drives the plasma outward overcoming the action of the
solar gravity (Kivelson, 1995). An interplanetary magnetic field (IMF)
is embedded in the solar wind and is convected by this latter one in the
radial direction throughout the heliosphere. However, due to the Sun
rotation, the IMF is dragged into an Archimedean spiral configuration,
known as Parker spiral (Parker, 1958). Given a plasma element on the
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Figure 2.2 Sketch of the heliosphere with surrounding heliosheath and
local interstellar medium. Magnetic field lines and solar wind streamlines
originated from the Sun extend over the termination shock (at „ 100 AU
from the Sun) and are bounded by the heliopause. The trajectories of
GCRs entering the heliosphere are also shown (adapted from https:
//commons.wikimedia.org/wiki).

https://commons.wikimedia.org/wiki
https://commons.wikimedia.org/wiki
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Sun placed at longitude φ0, at distance r0 at a given time t “ 0 as initial
conditions, its position r on the equatorial plane at time t is given by

rptq “ r0 ` V pφptq ´ φ0q{Ω@

with
rptq “ r0 ` V t

and
φptq “ ´Ω@t` φ0,

where V is the radial solar wind speed and Ω@ is the Sun angular velocity.
The angle θ formed between the radial direction and the magnetic field
B is given by tan θ “ rΩ@{V . As an example, if the solar wind speed is
set at 400 km s´1, the angle θ at Earth distance from the Sun, rC “ 1
AU, is of about 45°.

In the Parker’s model, the magnetic field vector is described by the
equation

B “ Brêr `Bφêφ

where êr and êφ are polar coordinate system unit vectors. In the equa-
torial plane the IMF components are given by

Br “ B0

ˆ

rC

r

˙2

Bφ “ ´Br
rΩ@

V
“ ´B0

r2
CΩ@

rV

where B0 represents the IMF intensity at 1 AU. In a coordinate frame
rotating with the Sun, it can be shown that Vφ{Vr “ ´rΩ@{V “ Bφ{Br,
where Vr and Vφ are the radial and tangential components of the solar
wind velocity V . The magnetic field lines are directed outward (positive)
or inward (negative) from the Sun depending on the magnetic polarity of
the photospheric footpoint of the field lines. The IMF positive-negative
domains are separated by a high electric current called heliospheric cur-
rent sheet (HCS). The HCS represents an extension of the Sun equator
throughout the heliosphere. A model of the HCS, shaped as a ballerina
skirt, is shown in Figure 2.3. This current layer is not aligned with the
equatorial plane, but tilted by a few tens of degrees mainly at solar maxi-
mum. The HCS is a strongly dynamical system disturbed by the passage
of interplanetary structures.

The heliosphere is also populated by high-energy particles of galactic
and solar origin. SEPs are accelerated by solar disturbances up to GeV
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Figure 2.3 Sketch of the HCS configuration (adapted from Jokipii and
Thomas, 1981).

energies. They may originate from solar-flare sites or may be acceler-
ated by shocks associated with the propagation of coronal mass ejections
(CMEs). CMEs are explosive processes in which a huge amount of ma-
terial is released from the solar corona. The effects of the propagation
process through the heliosphere on the observed GCR flux are described
in the next chapter.

2.3 GCR observations in space
Direct measurements of cosmic rays are carried out with balloon, satel-
lite and International Space Station (ISS) experiments at the top or well
above the Earth atmosphere. The interactions of cosmic-rays with the
Earth atmosphere generate particle showers that, for very high energy
primaries, can be also observed at ground-level. The majority of direct
cosmic-ray observations is concentrated below the knee region since at
energies ą 1015 eV the low particle flux (one particle m´2 yr´1) makes
feasible only indirect observations with very large ground-based detec-
tors. Early investigations on cosmic-ray physics were carried out with
stratospheric balloons. The maximum height that stratospheric balloons
can reach is of about 40 km. At this altitude a residual atmosphere of
about 5 g cm´2 is found. In order to separate rare negative particles
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from the bulk of positive GCRs, Alvarez and his students, R. L. Golden
and A. Buffington, adopted for the first time the use of a magnetic spec-
trometer (Rossi, 1964). Magnetic spectrometers allowed R. L. Golden
(Golden et al., 1979) and E. Bogomolov (Bogomolov et al., 1979) to dis-
cover antiprotons in cosmic rays in the late 1970s. Since then, the New
Mexico balloon-borne magnet facility was flown several times. In partic-
ular between the 1980s and 1990s the experiments MASS89, MASS91,
TS93, CAPRICE94 and CAPRICE98 allowed for a series of positron
and antiproton observations at different energy ranges. Although very
interesting scientific results were obtained with balloons, small geomet-
rical factor and short duration of flights imposed severe limitations to
the statistical precision of measurements and energy range of observa-
tions. It is also worthwhile to recall that positrons and antiprotons of
atmospheric origin produced in few g cm´2 of residual matter had to be
removed from balloon observations. Only long-duration balloon flights,
performed mainly from Antarctica by the American-Japanese BESS col-
laboration, allowed for proton and helium observations precise enough to
study both long- and short-term GCR variations.

Space experiments are also affected by mass and power limitation
constraints. However, large mission elapsed time compensates small ap-
paratus geometrical factors. The CRIS detector on board the NASA
Advanced Composition Explorer (ACE; Stone et al., 1998) allowed for
collecting data since its launch in 1997 thus contributing to the study
of the cosmic-ray composition in the energy range 100-500 MeV n´1.
Observations in this energy range can only made in space since the at-
mosphere absorbs particles below 500 MeV and the geomagnetic cutoff
shields the Earth well above 10 GeV at the equator. During the last
decade, fundamental results in cosmic-ray physics were obtained with
three magnetic-spectrometer experiments: BESS-POLAR (Thakur et al.,
2011), a balloon-borne experiment flown from Antarctica, PAMELA (Adri-
ani et al., 2011) and AMS-02 (Aguilar et al., 2002), the first placed on
a Russian satellite and the second on the ISS. Despite the primary sci-
entific objectives of these experiments focused on the measurements of
antiparticles for detecting possible signature in cosmic rays of particles
produced in exotic sources, major contributions were also given to solar
and interplanetary physics of cosmic rays and near-Earth astroparticle
physics.

In this thesis work it will be shown that also simple PDs (with ge-
ometrical factors of the order of several cm2 sr) providing a continuous
monitoring of the overall GCR flux in the interplanetary medium allow
for obtaining precious clues on cosmic-ray interplanetary physics.
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2.4 The geomagnetic field
The motion of charged particles near Earth is strongly affected by the
global geomagnetic field. This last one consists of two different magnetic
structures: the Earth inner magnetic field and the magnetosphere. The
Earth inner magnetic field has a magnetic dipole shape with the axis
tilted by an angle of about 10° with respect to the Earth rotation axis
(at present time). The magnetic axis position varies slowly with time
and its time dependence is usually parameterized by a sequence of static
configurations. The geomagnetic dipole is usually modeled in spherical
harmonics according to the Gauss method with the Schmidt normal-
ization. In geographic coordinates pr, θ, φq the geomagnetic potential is
expressed by

V pr, θ, φq “ Re
8
ÿ

n“0

n
ÿ

m“0

ˆ

Re

r

˙n`1

Pm
n pcos θqtgmn cospmφq ` hmn sinpmφqu,

where Re “ 6371.2 km is the mean Earth radius, Pm
n are the Schmidt

normalized associated Legendre functions of degree n and of order m and
gmn , hmn are the Gauss coefficients set on the basis of magnetic measure-
ments carried out at ground level (Chapman and Bartels, 1940). These
coefficients are updated every five years by the International Association
of Geomagnetism and Aeronomy (IAGA). The set of Gauss coefficients
of the geomagnetic potential represents the International Geomagnetic
Reference Field1 (IGRF).

The magnetosphere indicates the external magnetic field. The mag-
netospheric configuration is strongly asymmetric in response to the in-
teraction with the solar wind. The magnetopause is located at a distance
of 10-12 Re along the Earth-Sun direction from the Earth center during
quiescent solar wind conditions, while the magnetotail extends beyond
100 Re in the nightside direction. Many models of the magnetosphere
were developed during the last decades (Walker, 1979). All the models
include the tilt angle of the internal magnetic dipole as an input param-
eter. With the advent of the space era it became possible to extend the
models from low to high altitudes, eventually including the entire mag-
netosphere. However, the modeling of the magnetic field in that region

1IGRF coefficients are available at the web site: https://www.ngdc.noaa.gov/
IAGA/vmod/igrf.html

https://www.ngdc.noaa.gov/IAGA/vmod /igrf.html
https://www.ngdc.noaa.gov/IAGA/vmod /igrf.html
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is much more difficult because the outer region of the magnetosphere
is a very dynamical system on short time scales. The extension of the
magnetosphere is determined by the balance between solar wind plasma
and magnetospheric pressures and its size and shape strongly depend on
the interaction with the solar wind. Indeed, the characteristics of the
magnetosphere are set by the solar wind speed, the plasma density and
IMF strength and direction. In particular, the interaction between the
magnetosphere and the IMF becomes strongly effective when the latter
is antiparallel to the Earth magnetic field on the front boundary of the
magnetosphere. In this case, the geomagnetic and the IMF lines connect
and the solar wind mass, energy, and electric field penetrate the magne-
tosphere. This process is at the origin of geomagnetic disturbances like
storms and substorms.

The global geomagnetic field and its interactions with the solar wind
have an important effect on the cosmic-ray propagation towards the
Earth as the complex magnetic field configuration modifies the parti-
cle path. In particular, the shielding effect of the global geomagnetic
field vanishes in the polar regions while has its maximum in the near-
equatorial ones. By defining the rigidity R as the particle momentum
per unit charge:

R “ rLBc “
pc

Ze
,

where rL is the Larmor radius, B is the magnetic field, c is the speed of
light, p is the particle momentum and Ze is the particle charge, it is pos-
sible to describe the particle propagation in the magnetosphere through
a cutoff rigidity, as a function of the geographic coordinates for particles
reaching the top of the atmosphere. For a given geographic point on the
Earth, only particles with rigidities above the cutoff can penetrate the
magnetosphere for a given direction. The rigidity is measured in GV.
Since the geomagnetic field is a dynamical system interacting with the
solar wind, the effective cutoff rigidity for GCRs propagating towards
the Earth is modified by geomagnetic disturbances. As an example, in
Figure 2.4 are reported two effective cutoff rigidity maps corresponding
to an unperturbed geomagnetic field condition (top panel) and during
a geomagnetic disturbance (bottom panel) for particle vertical arrival
directions. It can be observed that the cutoff rigidity decreases with in-
creasing magnetic disturbance intensity thus allowing cosmic ray particles
in the interval of rigidities shielded during quiet periods, to penetrate the
geomagnetic field.
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Figure 2.4 Effective cutoff rigidity map for quiet conditions (top panel)
and during a geomagnetic disturbance (bottom panel). Rigidity values
are given in GV.
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Figure 2.5 Scheme of the cosmic-ray cascading in the atmosphere. Sym-
bols used are: n, neutron, p, proton (capital letters indicate particles pro-
duced in nuclear processes), α, alpha particle, e˘, electron and positron,
γ, gamma rays, π, pion, µ, muon (adapted from Dunai, 2010).

2.5 The atmosphere
Particles surviving the geomagnetic shielding propagate through approx-
imately 1030 g cm´2 of atmosphere. For hadrons, the altitude of the
first interaction corresponds to the low stratosphere below which the at-
mospheric column density increases exponentially. Cosmic rays undergo
nuclear spallation and cause fragmentation of atmospheric nuclei. Sput-
tered nucleons and pions begin cascading in the atmosphere. While neu-
tral pions π0 decays are at the origin of electromagnetic showers, charged
pions π˘ decay into muons µ˘ and muon neutrinos while muons decay
in e˘ and muon and electron neutrinos. The cosmic-ray cascade consists
of three main components:

• the electromagnetic or “soft” component is formed by gamma-rays,
electrons and positrons resulting from the decay of π0 and µ˘;

• the mesonic or “hard” component, that is formed by charged pi-
ons and their decay products. Muons are mainly formed in the
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stratosphere and have a half-life of 2.2 µs in the rest frame. This
would be much less than about 40 µs needed for traversing the
atmosphere, however the relativistic time dilation allows muons to
be the main component of charged particles at Earth level being
particles weakly interacting and losing their energy mainly through
ionization in the atmosphere;

• the nucleonic component at ground level consists for 98% in com-
position of secondary neutrons since these particles do not undergo
ionization energy losses during propagation in the atmosphere.

The minimum energy that a cosmic-ray particle must present at the top
of the atmosphere in order to propagate through the ground is about 500
MeV n´1: this energy is also indicated as atmospheric cutoff. A scheme
of the cosmic-ray cascade in the atmosphere is shown in Figure 2.5.

2.6 GCR observations at ground-level
In the 1950s detectors dedicated to the study of the Earth-level cosmic-
ray nucleonic component, the NMs, were conceived and built for the
first time (Simpson et al., 1953). Since then, several instruments placed
at different geographic latitudes, have provided a continuous monitoring
of the GCR flux at ground-level. Therefore NMs complement cosmic-
ray investigations of space-based cosmic-ray detectors. The NM network
represents an excellent resource to study primary cosmic-ray flux vari-
ations associated with the 11-year solar cycle modulation and with the
occurrence of interplanetary disturbances. The NM network in combi-
nation with the global geomagnetic field represents a giant spectrometer
enabling the determination of GCR spectral variations in the near-Earth
environment. Moreover, the simultaneous detection of cosmic-ray parti-
cles with the global NM network provides useful information about the
anisotropy of the cosmic-ray flux at the Earth as the viewing direction of
each NM station depends on its geographic position, on the geomagnetic
configuration, on the particle rigidity and on the particle direction of in-
cidence. In order to study the variation of the primary cosmic-ray flux
in the near-Earth environment from NM measurements, the relationship
between the NM count rate and the primary cosmic-ray flux must be
known. In particular, the transport in the atmosphere, the modeling of
energetic particle interactions with atmospheric gas particles, and the
NM detection efficiency are essential information to make a reliable es-
timate of the cosmic-ray flux at the top of the atmosphere. Secondary
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atmospheric particle production and detection of nucleons by NMs are
combined in the NM yield function that can be used to determine the
cosmic-ray flux at the top of the atmosphere starting from NM measure-
ments. Two methods are used to determine the NM yield function: the
parameterization of various observations as a function of the geographic
latitude, the most commonly used is the Dorman function (Dorman and
Yanke, 1981) and the Monte Carlo simulations of cosmic-ray transport
through the atmosphere and NM detection efficiency.

Each NM station is characterized by the local cutoff rigidity and an
effective energy. Above the effective energy NMs allow for a direct mea-
surement of GCR flux since the NM count rate is proportional to the
integral flux at the top of the atmosphere. Effective energies range from
11-12 GeV for polar NMs through ą 30 GeV for equatorial stations (Gil
et al., 2017).



Chapter 3

Galactic cosmic ray flux
variability

The GCR intensity changes continuously in the heliosphere in response
to solar wind and IMF variations. This process is known as modulation
of the GCR flux. GCR flux variations are classified according to their
characteristic time scales:

• long-term variations: GCR flux variations occurring over periods
of time longer than one year resulting mainly correlated with the
11-year solar activity cycle and the 22-year GSMF polarity reversal.
It is worthwhile to recall that the solar polarity is called positive
(negative) when the solar magnetic field lines are directed outward
(inward) from (to) the Sun North Pole.

• Short-term variations: GCR flux variations lasting less than one
month in response to interplanetary processes such as corotating
interaction regions (CIRs), originated by the interaction between
slow and fast solar wind streams, ICMEs, HCS crossings and others.

In this chapter the effects of long- and short-term GCR flux variations
are discussed along with their association with solar activity and inter-
planetary processes.

3.1 GCR flux long-term variations
Fluxes of GCRs propagating from the interstellar medium to the point of
observation in the heliosphere are modulated by particle interactions with
the interplanetary solar wind and magnetic field. Local interstellar (LIS)
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spectra of GCRs are considered input data for the models that allow for
reproducing the trend of observations as a function of position, energy
and time in the heliosphere. The modeling of the GCR propagation pro-
cess was firstly introduced by Parker (1965) with the particle transport
equation. After defining the particle distribution in space, fpr, R, tq, as
a function of position r, rigidity R and time t, Parker modeled the ener-
getic particle transport in the solar wind by assuming that the irregular-
ities of the magnetic field would have scattered cosmic-ray particles in a
random-walk-like transport. On the basis of the Fokker-Plank approach,
the Parker equation appears as follows

Bf

Bt
“ ´pv ` xudyq ¨∇f `∇ ¨ pκS ¨∇fq ` 1

3p∇ ¨ vq
Bf

B lnR, (3.1)

where v is the solar wind velocity, xudy is the average particle drift ve-
locity and κ is the diffusion tensor. The diffusion tensor can be splitted
in two parts: the symmetric part κS, related to the particle diffusion and
the antisymmetric part κA, describing the gradient and curvature drifts.
The vector

xud,iy “
BκAij
Bxj

is the pitch-angle-averaged guiding-center drift velocity (Jokipii et al.,
1977). With respect to the drift process, positively charged particles
propagate mainly sunward in the ecliptic along the HCS during nega-
tive solar polarity periods and from the Sun’s North Pole towards the
HCS during positive polarity epochs. The opposite holds for negatively
charged particles. Particles propagating along the HCS lose more energy
than those coming from the poles. The right-hand side of equation (3.1)
contains: 1) the convection term related to the solar wind velocity v and
the average particle drift velocity xudy, induced by gradients and cur-
vature of the IMF 2) the diffusion term with the associated symmetric
diffusion tensor and 3) the particle adiabatic energy loss term. The same
equation was derived more rigorously by Gleeson and Axford (1967).
These authors considered also a solution of the transport equation, in
the force-field approximation, which, since then, was widely used in the
literature (Gleeson and Axford, 1968, hereafter G&A68). For a compre-
hensive discussion on the force-field approach see also Caballero-Lopez
and Moraal (2004). In G&A68 the equation (3.1) can be reduced to a
simple convection-diffusion equation under the following hypotheses:

a) there is a steady particle distribution: Bf{Bt “ 0;
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b) the adiabatic energy loss term is neglected;

c) no drift process is considered.

The Parker equation thus reduces to

Bf

Br
`
vR

3κ
Bf

BR
“ 0

where κ is the diffusion coefficient. By assuming that κ depends only on
the particle rigidity and the heliocentric distance, the same can be split-
ted in the form κpr, Rq “ βκ1prqκ2pRq. This assumption was justified by
experimental observations carried out between 1 AU and 1.6 AU during
the period December 1963-June 1965, (O’gallagher and Simpson, 1967).
A modulation parameter φprq is then defined as follows

φprq “

ż rb

r

vpr1q

3κ1
dr1 (3.2)

where rb is the distance of the outer boundary of the modulation re-
gion from the Sun. According to G&A68, the GCR differential energy
spectrum at 1AU in the force-field approximation is given by

J1AUpEq “ JLISpE ` Φq pE2 ´ E2
0q

pE ` Φq2 ´ E2
0

(3.3)

in units of particles m´2 sr´1 s´1 MeV´1, where E0 is the particle rest
mass, E is the total energy and Φ is the force-field energy loss. For
particles with rigidities larger than 100 MV, the effect of the solar activity
is completely defined in terms of the solar modulation parameter

Φ “ Ze

A
φ,

where Z and A are charge and mass number of the GCR particle, re-
spectively. In the case of protons the mass to charge ratio is one and the
solar modulation parameter has the same value of Φ. As an example, by
assuming the LIS proton spectrum reported in Usoskin et al. (2017):

JLIS “ 2.7ˆ 103E
1.12

β2

ˆ

E ` 0.67
1.67

˙´3.93

(3.4)

where β “ v{c represents the particle velocity and φ “ 500 MV, the
obtained modulated proton flux is reported in figure 3.1 and compared to
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Figure 3.1 Example of GCR proton flux parameterization at 1AU. The
dashed line represents the LIS proton spectrum defined in equation (3.4),
while the solid line is the modulated spectrum on the basis of equation
(3.3) where a solar modulation parameter φ “ 500 MV is considered.

the LIS spectrum. The energy spectra, JpEq, obtained with the G&A68
model can be interpolated with the function appearing in equation (3.5),
which is well representative of the GCR observation trend in the inner
heliosphere between a few tens of MeV and hundreds of GeV within
experimental errors (Papini et al., 1996)

JpEq “ ApE ` bq´αEβ particles (m2 sr s GeV n´1)´1, (3.5)

where E is the particle kinetic energy per nucleon and A, b, α, and β
are coefficients inferred from individual sets of data. The advantage of
adopting this parametrization with respect to the simple use of the out-
comes of the G&A68 model relies on the possibility to vary the parameter
b in order to disentangle the role of the solar modulation from the solar
polarity and from GCR flux short-term variations, when short-term vari-
ations superpose to the average effect of the long-term modulation. In
order to study the effectiveness of the G&A68 model, predictions were
compared to data gathered by the BESS experiment during different pe-
riods of solar activity and solar polarity (Shikaze et al., 2007; Grimani,
2007a,b) as shown in Figure 3.2 (left panel). In this figure it can be
noticed that measurements span over approximately one order of magni-
tude at 100 MeV n´1 from solar minimum through solar maximum (see
for instance Papini et al., 1996). The model reproduces the observed
data trend (middle continuous curves) during positive polarity periods
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Figure 3.2 Left: GCR proton and helium energy spectra measurements
and parameterizations. The solar modulation parameter φ estimated for
each set of measurements is reported in the legend. Observations were
gathered during different solar activity and both positive (open symbols)
and negative (solid symbols) polarity periods. The top curve corresponds
to the LIS spectrum by Shikaze et al. (2007). The continuous middle and
bottom curves correspond to φ “ 490 MV and φ “ 1300 MV respectively,
from (Grimani, 2007b). Right: GCR proton (red curves) and helium
(blue curves) fluxes. Top continuous curves correspond to observations
gathered at solar minimum during positive polarity periods. Bottom
dashed lines represent the maximum effect of the drift process during
negative polarity periods (Boella et al., 2001).
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Figure 3.3 Oulu NM GCR count-rate variations (black line) compared
to the observed sunspot number (red line). Positive (A ą 0) and neg-
ative (A ă 0) polarity periods are indicated on the top of the figure.
Vertical dashed lines delimit periods of not well-defined GSMF polar-
ity according to Laurenza et al. (2014) and http://www.solen.info/
solar/polarfields/polar.html.

when the indicated LIS proton spectrum in considered, while during neg-
ative polarity periods the low-energy and high-energy data trend cannot
well be reproduced at once (see in particular the BESS00 data and the
bottom continuous lines in Figure 3.2). This evidence reveals that the
drift process contributed to modulate the observed proton and helium
fluxes. In Boella et al. (2001) and Gil and Alania (2016) it was shown
that in space the maximum modulation of positive particle fluxes dur-
ing negative polarity periods ranges from 40% at 100 MeV n´1 through
a few percent at 4 GeV n´1 with respect to measurements carried out
during opposite polarity epochs (see right panel of Figure 3.2). At solar
maximum, the drift process is found to play a minor role. A signature
of the polarity of the GSMF is also impressed in NM data.Webber and
Lockwood (1988) have shown, by using NM data from 1952 through the
end of 1987, that GCR observations gathered during different polarity
epochs present alternate “flat-topped” and “peaked” patterns as it can be
observed in Figure 3.3. NM GCR observations present a “flat-topped”
trend during positive polarity periods and a “peaked” pattern during
negative polarity epochs. These features were found to be in agreement
with the expected effect of curvature and gradient drifts of cosmic-ray

http://www.solen.info/solar/polarfields/polar.html
http://www.solen.info/solar/polarfields/polar.html
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protons in the heliosphere (Jokipii et al., 1977; Kota and Jokipii, 1983;
Ferreira and Potgieter, 2004; Potgieter, 2013; Laurenza et al., 2014).

3.2 GCR flux short-term variations
The Sun is a massive sphere of plasma and gas rotating at different ve-
locities depending on the heliolatitudes. The equator and near equatorial
regions rotate with a period of about 25-26 days: representing the Sun
sideral rotation period. For an observer at the Earth this periodicity
equals to about 27-28 days due to the orbital motion of the Earth. This
is called the Sun synodic period of rotation. At the poles the Sun ro-
tates with a period of about 36 days. The distribution of active regions
and coronal holes on the Sun generates a solar wind asymmetric velocity
distribution with respect to heliolongitude and heliolatitude. Solar wind
disturbances originated by coronal holes and active regions are at the ori-
gin of recurrent and transient GCR flux short-term variations observed
in both space- and ground-based detectors. GCR short-term variations
have typical durations ranging from hours to days and show, in space,
intensities of tens of percent at most, while at the Earth remain, in the
majority of cases, below a few percent. Transient variations, called FDs,
were studied for the first time by Forbush (1937) and Hess and Demmel-
mair (1937) with the use of ionization chambers and were observed later
with both NMs and space-based detectors.

3.2.1 Recurrent GCR flux short-term variations
Sun coronal holes are regions of low density and temperature in the solar
corona and represent a well-established sources of recurrent high-speed
solar wind streams. Coronal-hole related disturbances are long-living (up
to „12 months in the years preceding the solar activity minimum), coro-
tating and quasi-stationary plasma structures with solar-wind velocities
ranging between about 300 and 900 km s´1 at 1 AU. The polarity of
the IMF appears to be nearly constant during the disturbance (Storini,
1990). The interaction of a high-speed solar wind stream with the back-
ground slow solar wind produces a compressed, heated plasma region
with enhanced magnetic field intensity. The magnetic field carried by
the slow solar wind is more curved due to the lower speed, while the field
associated with fast stream is less bent. The boundary region where the
fast stream hits the slow wind is called stream interface and is character-
ized by high solar wind speed and proton temperature accompanied by a
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Figure 3.4 Sketch of two high-speed streams corotating with the Sun,
showing the formation of CIRs. Dashed lines represent flow streamlines
in the slow and fast solar wind. Below typical changes in solar wind
parameters at 1 AU corresponding to the indicated regions are listed.
Corresponding GCR flux variations are also shown at the bottom of the
figure. The regions indicated on the top of the figure are S: ambi-
ent, slow solar wind; S 1: compressed, accelerated, slow solar wind; F 1:
compressed, decelerated, fast-stream plasma, and F : ambient, undis-
turbed, fast-stream plasma. Forward and reverse shocks are also shown.
(Richardson, 2004).
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decreasing plasma density profile. The CIR stream interface is generally
bounded by a forward shock and a reverse shock, as shown in the sketch in
Figure 3.4. Coronal holes at the origin of high-speed solar wind streams
recurrently appear during subsequent solar rotations and impress their
signature in the GCR flux resulting in a quasi-periodic modulation. The
leading edge of high-speed streams is associated with the onset of the
GCR count rate decrease, while the maximum depression amplitude is
generally observed when the solar wind speed reaches its maximum value
(Richardson et al., 1996). These GCR flux depressions are characterized
by gradual decreases occurring during 3-5 days and recoveries lasting 5-7
days.

3.2.2 Transient GCR flux short-term variations
Other areas of the Sun are at the origin of phenomena that affect the
interplanetary medium characteristics. Active regions, typically charac-
terized by strong magnetic fields and sunspots (although not all active
regions show sunspots) are often associated with explosive phenomena
such as solar flares and CMEs. CMEs are plasma eruptions occurring
in the solar atmosphere involving previously closed field regions that
are suddenly expelled in the interplanetary medium. The Sun material
ejected during CME processes is carried by the solar wind throughout the
heliosphere originating their interplanetary counterparts (i.e. ICMEs).
In general, a region of compressed plasma and turbulent magnetic field
(sheath region) is formed at the front edge of an ICME and an inter-
planetary shock is usually detected at its arrival. A sketch of the ICME
structure is reported in Figure 3.5.

Transient variations are characterized by GCR intensity drops of 1-2
days and gradual recoveries of several days associated with the passage of
transient solar wind disturbances, e.g. ICMEs, magnetic barriers (MBs)
that generate compressed plasma regions, HCS crossings, etc. The most
intense GCR flux transient variations are associated with the transit of
ICMEs. In the following we will refer as to FDs only to indicate these
kind of depressions. FDs show different shapes and sizes from event to
event. According to Cane (2000), their properties can be related to the
characteristics of the associated CMEs at the Sun and could be divided
into three types: ICME with preceding shock, ICME-only, and shock-
only. A typical two-step FD, characterized by two visible steps in the
count rate decrease, is originated by ICMEs with a shock ahead. The first
decrease occurs in the turbulent sheath region and the second one during
the ICME transit (see Figure 3.5). The shock is generated at the leading
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Figure 3.5 Sketch of a large-scale structure of an ICME with shock and
turbulent sheath ahead. Two S/C paths through the structure are indi-
cated as an example. The resultant cosmic ray profile depends on the
part of the structure explored by the S/C. The time of shock transit
S is indicated by a vertical solid line and the start and end times of
ICME passage are indicated by vertical dashed lines. Only if the ICME
is intercepted the two-step FD can be observed (Richardson and Cane,
2011).

edge of the ICME when it propagates at supersonic speed. For slow
ICMEs, ejecta only are present and their passage causes short-duration,
one-step FDs. The ICME source region at the Sun sets the direction of
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propagation of the ICME, i.e. determines whether the ICME will reach
the observer, will pass it by, or will hit the observer with its flank. In the
case that an ICME hits an observer goes through the shock passage will
be detected. Generally, this happens for CMEs originating outside 50°
of the Sun’s central meridian. Only very energetic CMEs create shocks
strong enough to observe the shock-only effect. These events are often
accompanied by intense SEP fluxes.

3.2.3 Forbush decreases and magnetic clouds
The term “magnetic cloud” was introduced by Burlaga and coworkers to
indicate structures in the solar wind that present an enhanced magnetic
field intensity with a wide smooth rotation of its components accom-
panied by low values of plasma temperature and plasma-beta (Burlaga
et al., 1981). MCs belong to a subset of ICMEs and their configuration
consists of a closed plasma structures with field lines helically wrapped
around a central axis. The shock/sheath region at the front of the ICME
is at the origin of FDs observed in GCRs both in space and Earth, al-
though no rigidity cutoff and the absence of diurnal anisotropies in the
space-based measurements allow to better study the fine structure of FDs
with respect to NMs. The most important effect of ICME passages in
generating major FDs is ascribable to the turbulent-sheath region usually
accompanied by an energetic shock. Intense shocks associated with fast
ICME propagation in the heliosphere, may overcome the ejecta effect in
modulating the GCR flux. When the velocity of propagation of ICMEs
is similar to that of the background solar wind velocity, the shock/sheath
transit effects on GCR flux does not show any evident signature with re-
spect to the ejecta. The ejecta-driven FDs are generally smaller than the
shock/sheath-driven ones. Therefore, if no interplanetary shock is found
leading an ICME and a weak magnetic field turbulence is observed in
the sheath region, the FD evolution depends on the magnetic topology
associated with the inner ICME/MC configuration. In these cases, since
the evolution of the GCR flux does not strongly depends on the nature
of in situ magnetic field and solar wind signatures, it is important to
consider the large-scale topology of the MC field lines in modulating the
cosmic-ray particle flux without restricting observations to the magnetic
fields that are measured along a particular trajectory of a S/C through
the ICME (Cane and Richardson, 2003).

The relation between MCs and FDs from both theoretical and nu-
merical points of view have been investigated during last decades using
space- and ground-based observations. The theory at the base of these
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processes lies on the charged particle motion and the particle transport
in magnetic fields. In particular, in this chapter it is pointed out that
the GCR transport in the heliosphere, in terms of convection and dif-
fusion processes, is an adequate model to interpret large-scale physical
phenomena such as the solar modulation over the 11-year solar cycle
during positive polarity periods, but the same approach can be used
on spatial and temporal scales typical of large solar wind disturbances
(e.g. ICMEs). One of the general assumptions at the basis of theoretical
and numerical models to study the FD formation is that empty, closed
magnetic structures, simulating the passage of ICMEs and/or MCs, are
slowly filled through particle diffusion. In this case, physical quantities,
e.g. particle distribution and FD amplitude, are computed by solving the
particle transport equation in the diffusion approximation (Cane et al.,
1995). This approach provides precious clues on this topic, but many evi-
dences reveal that cosmic-ray diffusion only cannot always explain obser-
vations (Richardson and Cane, 2011). In addition to cross-field diffusion,
cosmic-ray adiabatic cooling due to ICME expansion is investigated in
Munakata et al. (2006), where the best-fit between the theoretical so-
lution and the FD profile measured by a ground-based muon detector
network allows to estimate the perpendicular diffusion coefficient. Dum-
bović et al. (2018) presented an analytical diffusion-expansion model for
FDs where the ICME is modeled as an axial magnetic flux-tube expand-
ing from the Sun. In this model cosmic rays penetrate the ICME via per-
pendicular diffusion and results are in agreement with Cane et al. (1995).
Other analytical models based on the diffusion-expansion approach are
presented in Arunbabu et al. (2013) and Raghav et al. (2014). In gen-
eral, results of diffusion-expansion models allow to use the measured FD
amplitude to fit the model outcome and thus estimate the perpendicular
diffusion coefficient. The TP approach is also used in the literature in
order to investigate properties of high-energy particle propagation. For
instance, Krittinatham and Ruffolo (2009) have considered GCR trans-
port through an expanding MC structure without including any diffusion
process by studying particle propagation in the guiding-center approxi-
mation. They point out that for particle propagation through MC closed
field lines the particle drift is effective. Recent works emphasize the im-
portance of MC configurations for the study of the FD formation and
detection (Petukhova et al., 2017, and references therein). For instance,
Petukhova et al. (2019) calculate the time profile of the cosmic-ray distri-
bution function in addition to cosmic-ray anisotropies in a toroidal MC
model. In this case the particle distribution is calculated starting from
the full-trajectory integration. They show that the MC orientation with
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respect to the position of ground-based cosmic-ray detectors strongly in-
fluence observations. A technique for the estimate of the MC orientation
on the basis of cosmic-ray observations is presented by Kuwabara et al.
(2009).



Chapter 4

LISA Pathfinder data analysis

In this chapter the analysis of the PD data for the study of recurrent and
transient GCR flux variations observed on board LPF in 2016-2017 is pre-
sented. The characteristics of GCR variations are illustrated along with
their association with interplanetary disturbances. Moreover, a periodic-
ity analysis is carried out by using the Hilbert-Huang transform (HHT),
showing that recurrent modulations, associated with the solar rotation
period and higher harmonics, are present. The detected periodicities are
interpreted in terms of the interplanetary disturbances affecting GCRs.

4.1 Data treatment and selection criteria
Cosmic-ray data were gathered with the LPF PD at a frequency of 0.067
Hz (see Chapter 1). Only single counts are considered in this work. PD
data availability ranges from February 18, 2016 through July 3, 2017
with four data gaps on September 23-25, 2016, on February 16-20, 2017,
on April 13-15, 2017 and on April 17-18, 2017. Data gaps are filled with
a linear interpolation. Known spurious spiky signals were induced at
given intervals of time in the electronics of the PD for testing, therefore
a de-peaking procedure was applied after raw data downloading. The
PD performance was studied with Monte Carlo simulations and a ded-
icated beam test before the mission was sent into orbit (Mateos et al.,
2012). The lack of redundant cosmic-ray measurements on board LPF
led us to verify if any loss of efficiency could have affected the GCR mea-
surements during the mission elapsed time. To this purpose, the mean
GCR count rate versus solar activity, in terms of the solar modulation
parameter φ (see equation 3.2), was studied (see Figure 4.1) for the whole
mission duration. Each data point in Figure 4.1 represents the average
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Figure 4.1 LPF PD GCR single count rate averaged over each BR during
the LPF mission versus the solar modulation parameter. High (low)
values of the solar modulation parameter correspond to mission beginning
(end).

cosmic-ray count rate observed during individual Bartels rotation (BR).
It is worthwhile to recall that the BR number corresponds to the num-
ber of 27-day rotation of the Sun since February 8, 1832. During the
time LPF remained in orbit, the solar modulation parameter varied from
550 MV through 320 MV. A linear dependence between the cosmic-ray
count rate and the solar modulation parameter can be observed in Fig-
ure 4.1 during the whole data acquisition period. In case the PD would
have shown an efficiency loss, a sudden drop in the cosmic-ray count
rate trend would have been observed. Conversely, only a minor scat-
tering of data for each BR is observed with respect to the linear trend.
This feature can be ascribed to the presence of short-term variations due
to solar wind disturbances, generating short-term cosmic-ray count rate
variations superimposed on the long-term modulation associated with
the 11-year solar activity cycle.

Fifteen-second data are hourly averaged in order to limit the statis-
tical uncertainty to 1% on single data point. The complete LPF PD
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Figure 4.2 Hourly-averaged 15 s LPF PD count rate between February
18, 2016 and July 3, 2017.

time series is shown in Figure 4.2. A visual data inspection of the whole
LPF dataset reveals an increasing trend from the beginning through the
end of the mission, correlated with the decreasing solar activity, and the
presence of quasi-periodic variations. Criteria used for the identification
of GCR flux short-term variations were the following: 1) GCR flux de-
pressions with duration ą 2 day and 2) amplitude ą 2% were considered.
Small increases and depressions with duration ă 2 day and amplitudes
ă 2% are at the limit of statistical significance and therefore were disre-
garded. Forty-five depressions were observed for the whole dataset. Six
symmetric variations were found with V or U shapes. Thirty-nine depres-
sions were observed to be asymmetric. The period during which the PD
count rate remained at minimum values between decrease and recovery
phases is indicated as plateau. Average characteristics of the GCR flux
short-term variations observed with LPF are reported in Table 4.1.

In addition, a visual inspection of the whole dataset revealed the
presence of several substructures in the count rate trend spanning over
typical time scales ă 2 day. A dedicated analysis was carried out to
investigate the characteristics of these variations. GCR flux depressions
and peaks of duration ą 0.75 day (18 hr) with intensities ą 2% were
studied. Variations larger than 2% in intensity are considered in order
to set the statistical significance of the selection criterion to 2σ, given
the 1% of statistical uncertainty on PD hourly averaged single count
data. Twenty-three ă 2 day depressions were observed. The comparison



LISA Pathfinder data analysis 35

Table 4.1. Average characteristics of GCR flux recurrent variations
observed with LPF.

Duration
(Days) (%)

Decrease 2.8˘ 2.0
Plateau 1.3˘ 1.2
Recovery 5.1˘ 3.8
Total duration 9.2˘ 5.0
Intensity 5.1˘ 2.5

of data gathered during subsequent BRs allows for the detection of the
presence of recurrent and transient patterns in the variation of the GCR
count rate. This will be performed in the following sections, along with
their association with interplanetary perturbations at their origin.

4.2 Recurrent GCR variations on LPF
In order to study the interplanetary disturbances that generated indi-
vidual GCR flux recurrent variations, the LPF PD observations during
subsequent BRs were compared between each other and to IMF and solar
wind plasma parameters in the Geocentric solar ecliptic (GSE) reference
frame. The GSE coordinate system has the origin at the Earth center,
the x-axis points towards the Sun, the z-axis is perpendicular to the
ecliptic plane and the y-axis completes the orthogonal triad. In order
to reduce the long-term modulation effect on the GCR flux short-term
variation analysis, percentage variations are computed with respect to
the average count rate over each BR. In the top panel of Figure 4.3,
cosmic-ray flux variations measured by LPF during the BR 2491 (from
March 4, 2016 through March 31, 2016) present four recurrent depres-
sions starting on March 5, 12, 23, and 29, respectively, which are also
observed in the successive BRs 2492 and 2493. The small dips on March
11-12 and 19-20 along with the small increase on March 16-17 are tran-
sient ă 2 day variations, as they are not present in the following BR
2492. The solar wind plasma speed is displayed in the second panel of
Figure 4.3. The IMF x-component in the GSE reference frame is shown
in the third panel, with the HCS crossing line overlaid, and the IMF
intensity in the fourth panel. Solar wind and magnetic field data are
taken from instruments on board the ACE mission at L1. The GCR flux
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Figure 4.3 LPF PD count rate variations during the BR 2491 (March
4-31, 2016) (first panel). Solar wind speed (second panel), IMF negative
x-component in a GSE coordinate system, ´Bx (third panel), and IMF
intensity (fourth panel) contemporaneous measurements are also shown.
In the third panel the continuous line indicates HCS crossings and the
sector daily polarity (positive and negative polarities were set respectively
to `10 and ´10 arbitrarily in the plot). Periods of time during which
the solar wind speed V , and the magnetic field B, intensity remain below
and above 400 km s´1 and 10 nT, respectively, are shown in the second
and fourth panels. Decrease, plateau, and recovery periods of each GCR
depression are represented by red, blue, and cyan lines, respectively, in
the first panel (Armano et al., 2018).

depressions appear associated with those periods of time during which
the solar wind plasma speed V ą 400 km s´1 and/or the IMF inten-
sity B ą 10 nT (second and fourth panels in Figure 4.3). A plateau is
observed during both U- shaped symmetric and asymmetric depressions
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Figure 4.4 Comparison of LPF PD count rate variations with contempo-
raneous, analogous measurements of polar neutron monitors during the
BR 2491 (March 4-31, 2016; Armano et al., 2018).

and appears correlated with the period of time the solar wind velocity
remains above 400 km s´1. A typical asymmetric recurrent depression is
that appearing in the top panel of Figure 4.3 starting on March 5, 2016
with 2 day decrease, „ 1.5 day plateau and 3.5 day recovery periods. In
the same figure, a symmetric, U- shaped depression starts on March 23
with decrease, plateau and recovery phases lasting about two days each.
Decrease, plateau, and recovery phases for each depression during the
BR 2491 are shown in colors in the top panel of Figure 4.3.

In order to investigate the energy dependence of these recurrent GCR
flux variations, LPF observations are compared to contemporaneous sim-
ilar measurements gathered by NMs placed at different geographic lati-
tudes on the Earth. As an example, in Figure 4.4 LPF data for the BR
2491 are compared to Oulu, Thule, Mc Murdo and Terre Adelie NMs.
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Table 4.2. NM stations, locations and characteristics.

Station Location Vertical cutoff Effective energy
rigidity (GV) (GeV)

Thule North Pole 0.3 11-12
Terre Adelie South Pole 0.0 11-12
Mc Murdo South Pole 0.3 11-12
Oulu Finland 0.8 12
Rome Italy 6.3 17
Mexico Mexico 8.2 20

NM data are hourly averaged and the percentage variations are computed
with respect to the average count rate value observed over the same BR.
Locations, vertical cutoff rigidities, and effective energies for all NM sta-
tions considered in this work are reported in Table 4.2. This comparison
indicates that while the GCR percentage variations observed with LPF
above 70 MeV n´1 are on average of 5%. The same goes down to about
3% above effective energies of 11-12 GeV in near-polar stations and to
ď 2% at higher effective energies at increasing latitudes (e.g. Rome not
shown in the figure).

GCR flux recurrent variations identified over the LPF data taking
period appear to be associated with the passage of high-speed solar wind
streams and/or CIRs in L1. A complete list of recurrent GCR flux vari-
ations and associated interplanetary disturbances is reported in Table
4.3.

In order to quantify the quasi-periodic oscillations related to the oc-
currence of recurrent variations a periodicity analysis was carried out.
Since the LPF PD count rate appears to be non-stationary in time, the
analysis is carried out by using an advanced technique as follows.

4.2.1 The Hilbert-Huang transform
The HHT is a data analysis technique aimed to provide an alterna-
tive view of the usual time-frequency-energy paradigm dealing with non-
stationarity and non-linearity (Huang, 2014). For instance, the Fourier
analysis like the fast Fourier transform is widely used in the data anal-
ysis assuming that the dataset is linear and stationary, but this is not
valid in general. Conversely, the Wavelet transform is effective in ana-
lyzing non-stationary datasets, but it is also fair poor when non-linearity
is introduced. In most real systems data are most likely to be both
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Table 4.3. Occurrence and characteristics of the GCR flux recurrent
depressions observed during the LPF mission.

Date Onset Decrease Plateau Recovery Amp. IP disturbance
Time Days Days Days %

Feb 26, 2016 16.00 UT 2.5 1.0 3.2 7.0 CHSS
Mar 5, 2016 21.00 UT 2.0 1.0 3.5 4.9 ICME+CHSS
Mar 12, 2016 00.00 UT 3.5 2.0 3.5 5.3 CHSS
Mar 23, 2016 11.00 UT 2.0 2.0 2.0 6.0 CHSS
Mar 29, 2016 03.00 UT 1.0 1.0 4.0 3.4 CHSS
Apr 20, 2016 12.00 UT 3.0 2.0 4.5 7.1 CHSS
May 1, 2016 11.00 UT 1.5 1.0 2.0 2.8 CHSS
May 6, 2016 00.00 UT 2.8 0.0 6.5 4.7 CHSS
May 15, 2016 12.00 UT 4.0 1.0 1.0 7.2 CIR
May 29, 2016 13.00UT 1.5 0.0 5.0 3.0 CHSS
Jun 5, 2016 04.00 UT 1.0 1.0 4.0 5.1 CIR
Jun 12, 2016 07.00 UT 3.5 0.0 10.0 8.4 CHSS
Jul 7, 2016 00.00 UT 6.0 1.0 3.0 11.9 CIR
Aug 5, 2016 21.00 UT 5.0 4.0 15.0 6.8 CHSS
Aug 29, 2016 21.00 UT 6.0 2.0 19.0 8.6 CIR
Sep 26, 2016 12.00 UT 3.0 2.0 8.0 6.9 CIR
Oct 11, 2016 15.00 UT 2.0 0.0 2.0 5.0 HCS+ICME
Oct 16, 2016 15.00 UT 1.0 0.0 5.5 2.8 CHSS
Oct 23, 2016 00.00 UT 6.0 2.0 8.0 7.5 CHSS
Nov 12, 2016 00.00 UT 1.0 3.0 4.0 1.6 CIR
Nov 20, 2016 16.00 UT 5.0 3.5 5.0 8.1 HCS+CHSS
Dec 7, 2016 12.00 UT 2.0 3.5 4.5 2.8 CIR
Dec 17, 2016 19.00 UT 8.5 1.0 4.5 10.9 CHSS
Jan 5, 2017 03.00 UT 1.0 2.0 6.5 3.0 CIR
Jan 14, 2017 15.00 UT 5.0 2.0 2.0 6.3 HCS + CHSS
Jan 25, 2017 11.00 UT 2.5 0.0 3.0 3.4 HCS + CHSS
Jan 30, 2017 16.00 UT 3.0 0.0 10.5 4.4 CIR
Feb 16, 2017 23.00 UT 1.0 1.0 2.5 3.1 CIR
Feb 23, 2017 10.00 UT 1.0 0.0 3.0 1.8 CIR
Mar 1, 2017 05.00 UT 2.0 0.0 5.5 3.9 CIR
Mar 21, 2017 00.00 UT 2.0 1.0 2.0 4.4 CIR
Mar 27, 2017 00.00 UT 8.0 3.5 5.5 6.9 CIR
Apr 18, 2017 09.00 UT 1.5 0.5 1.0 3.4 CIR
Apr 21, 2017 11.00 UT 3.0 2.0 4.5 7.8 CIR
May 15, 2017 08.00 UT 1.5 1.0 2.0 3.8 CIR
May 19, 2017 10.00 UT 1.5 1.0 5.5 2.5 HCS+CHSS
Jun 12, 2017 16.00 UT 6.0 2.0 2.5 3.4 CHSS
Jun 24, 2017 14.00 UT 4.0 1.0 2.0 5.3 CIR

Note. — Interplanetary structures associated with the depressions are indicated (CIR:
corotating interaction region; CHSS: corotating high-speed solar wind streams; HCS: cross-
ing of the heliospheric current sheet).
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non-linear and non-stationary. The HHT is an empirically based data-
analysis method with an adaptive basis of expansion that can produce a
meaningful representation of the physical properties of a general dataset.
The first step of the HHT consists on the definition of the basis for the
decomposition and the algorithm used to achieve this task is the em-
pirical mode decomposition (EMD). The second step of the HHT is the
Hilbert spectral analysis (HSA) that allows to compute the Hilbert spec-
trum using the time-dependent amplitudes and frequencies contained in
the dataset components obtained through the EMD. A brief theoreti-
cal introduction of the HHT and its application to the LPF dataset are
provided in this section.

Empirical mode decomposition

The EMD is a useful method to study non-linear and non-stationary
datasets. This technique allows to separate complex datasets into a fi-
nite, and often small, number of components called intrinsic mode func-
tions. The intrinsic mode functions derived from the data represent the
complete and almost orthogonal basis of the expansion. Since the ba-
sis is built from an iterative/data-driven algorithm, no a priori analytic
expression is given. Therefore, the decomposition is based on the local
characteristic time scale of the data and it can be used to investigate non-
linear and non-stationary processes. An intrinsic mode function must sat-
isfy two conditions: 1) in the whole dataset, the number of maxima and
minima and the number of zero crossings must be either equal or differ
by one at most; 2) at any point, the mean value of the envelopes defined
by local maxima and local minima is zero (Huang et al., 1998). The first
condition avoids unwanted oscillations due to asymmetric wave-forms
by forcing oscillations to be quasi-symmetric around zero. The second
condition is a necessary approximation to avoid the definition of a local
averaging time scale. Indeed, a more rigorous way to define the intrinsic
mode function should comprehend the requirement of zero local mean,
instead of the zero mean of the envelopes. For non-stationary datasets,
the definition of the local mean implies to determine a local time scale
that must be assigned in each individual case.

The EMD describes all the signal oscillations at a very local level and
is based on the following assumptions:

1. the signal has at least two extrema (one maximum and one mini-
mum),

2. the characteristic time scale is defined by the time lapse between
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the extrema.

For a given signal Xptq, using the definition of intrinsic mode function
the EMD algorithm works as summarized in the following:

1) all extrema of the signal Xptq are identified,

2) a cubic spline interpolation between the minima (maxima) to build
the envelop emin (emax) is performed,

3) the mean m1 “ pemin ` emaxq{2 is computed,

4) the high-frequency part h1 “ Xptq ´m1 is calculated,

5) steps 1) - 4) are iterated with Xptq “ m1, until m1 does not present
any further oscillation.

Since m1 is the mean of the maximum and minimum envelopes, the
difference between the signal and m1, i.e. h1, should be an intrinsic mode
function. In order to avoid artificial effects induced by the algorithm, a
refinement is needed and then the sifting procedure is performed. The
sifting procedure consists in the iteration of steps 1) to 4) on the signal
h1 until it can be considered as zero-mean according to some stopping
criterion (see Section 4.2.1 for details). This procedure allows to eliminate
riding waves and to make the wave-profiles more symmetric. In general,
the sifting procedure has to be repeated several times. In the second
sifting procedure, h1 is treated as the signal, indicating the mean over
the maxima and minima envelops as m11, from step 4) is set

h1 ´m11 “ h11.

This procedure is repeated until all the local maxima are positive, all the
local minima are negative and the resultant signal is approximately sym-
metric with respect to zero. Assuming that after k iterations the stopping
criterion is fulfilled, at the end of the sifting procedure is obtained

h1pk´1q ´m1k “ h1k “ c1,

where the function c1 is the first intrinsic mode function associated with
the signal Xptq. The function c1 contains the highest frequency compo-
nent of the initial signal and by defining the residue r1 “ Xptq ´ c1, the
first component c1 is now separated from the rest of the dataset. Since
the residue r1 still contains information of longer period components, it
is treated as a new signal and the sifting procedure described above is
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applied again. Repeating the same procedure on all the subsequent n
residues, the result is

r1 ´ c2 “ r2, . . . , rn´1 ´ cn “ rn.

The number of extrema decreases from one residue to the next, and
the whole decomposition is guaranteed to stop with a finite number of
modes. At the end, the residue rn is a function that does not complete any
oscillation in the considered time interval (i.e. is a monotonic function
or a function with only one maximum and one minimum) and represents
the trend of the original signal.

EMD stopping criteria

The extraction of an intrinsic mode function is complete only after the
application of the sifting procedure. This procedure must satisfy two
conditions: 1) the number of extrema and the number of zero-crossings
must differ at most by one, 2) the mean between the emin and emax en-
velopes must be close to zero according to some criterion. The evaluation
of how small is the envelope mean must be done in comparison with the
amplitude of each individual mode. For instance, the choice of a too
low threshold for terminating the sifting procedure leads to drawbacks
as the over-decomposition with the result that too many iterations are
performed and many modes are separated, although they have approxi-
mately the same mean period. Conversely, by setting too high thresholds,
modes at different time scales could not be properly separated.

The first stopping criterion introduced in Huang et al. (1998) lies on
the evaluation of the standard deviation between each pair of subsequent
sifting iterations defined as follows

SD “

T
ÿ

t“0

„

|hipk´1qptq ´ hikptq|
2

h2
ipk´1qptq



where i denotes the intrinsic mode function index, T is the length of
the time series and k the number of sifting iterations. The threshold
suggested in their work is 0.2 or 0.3, below which the envelopes are con-
sidered to have approximately a zero-mean and the sifting procedure
is stopped. Conversely, the stopping criterion used in the following is
based on two thresholds, θ1 and θ2 and was firstly suggested by Rilling
et al. (2003). This criterion aims to guarantee overall small fluctuations
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in the mean between the two envelopes by taking into account also lo-
cal large excursions of the signal. Two new functions are defined and
evaluated: the mode amplitude, aptq “ pemaxptq ´ eminptqq{2, and the
evaluation function, σptq “ |mptq{aptq|. The sifting procedure is iterated
until σptq ă θ1 for an assigned fraction p1´ αq of the total dataset time
interval and σptq ă θ2 for the remaining fraction. The default values to
set this stopping criterion are α “ 0.05, θ1 “ 0.05 and θ2 “ 10θ1.

Statistical significance of the intrinsic mode functions

In order to establish a criterion to estimate the statistical significance of
intrinsic mode functions, a detailed study on the Gaussian white noise
was proposed by Wu and Huang (2004) using the EMD technique. For
the lack of an a priori analytical expression for the intrinsic mode func-
tions, the study was carried out empirically. Performing the EMD anal-
ysis on a Gaussian white noise signal, the relation between the energy
Ei associated with intrinsic mode functions and their mean periods τ̄i is
found to be

lnEi ` ln τ̄i “ const.
The quantification of the energy spread function is also known from the
study of the probability distribution function (PDF) of each individual
intrinsic mode function that can be expressed as

lnEi “ ´ ln τ̄i ˘ k
c

2
N

exp
ˆ

ln τ̄i
2

˙

(4.1)

where N is the number of data points of the considered signal and k is
a constant determined by percentiles of a standard normal distribution
(e.g. k equals -2.326, -0.675, 0.0, 0.675 and 2.326 for the 1st, 25th,
50th, 75th and 99th percentiles, respectively). A comparison between the
intrinsic mode function energy as a function of the mean period after the
application of the EMD on a general signal, compared to that of Gaussian
white noise, allows to recognize and separate the noise component from
the genuine signal.

Hilbert spectral analysis

The usual paradigm of data analysis is based on the definition of several
components with constant frequencies and amplitudes representing the
basis of the decomposition. A more general way to express and inves-
tigate the non-stationarity and non-linearity present in real datasets is
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to define the instantaneous frequency and the instantaneous amplitude.
For a function xptq, representing a real dataset, the Hilbert transform
yptq is defined as:

yptq “
1
π
P

ż `8

´8

xpτq

t´ τ
dτ, (4.2)

where P is the Cauchy principal value of the integral that contains a
singularity on the real domain. With the Hilbert transform yptq of the
function xptq, we can introduce the analytic function zptq that contains
the function xptq as real part and the function yptq as imaginary part

zptq “ xptq ` iyptq “ aptqeiθptq. (4.3)

The function aptq represents the instantaneous amplitude and θptq the
instantaneous phase. These functions are related to the xptq and yptq
initial functions by the straightforward relations

aptq “ px2
` y2

q
1{2 θptq “ tan´1 y

x
. (4.4)

Starting from the definition of instantaneous phase function, the instan-
taneous frequency can be defined as

ωptq “
dθptq

dt
. (4.5)

The function that express the time-frequency dependence of the ampli-
tude, or the energy, of the dataset is called Hilbert spectrumHpω, tq. The
counterpart of the Fourier spectrum can be now computed by integrat-
ing the function Hpω, tq over the time domain r0, T s where the dataset
is defined. This time-integral is called Hilbert marginal spectrum

hpωq “

ż T

0
Hpω, tqdt. (4.6)

and represents the total amplitude, or energy, contribution for each fre-
quency value.

After performing the HHT, the original data can be expressed as the
real part of the equation (4.3) as

xptq “ <

#

n
ÿ

j“1
ajptq exp

„

i

ż

ωjptqdt



+

. (4.7)
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Table 4.4. Mean oscillation periods of the intrinsic mode functions
from the EMD analysis on the LPF GCR data with standard deviation.

mode # mean period (days) mode # mean period (days)

1 0.1˘0.1 6 7.0˘2.8
2 0.2˘0.1 7 13.2˘2.8
3 0.4˘0.2 8 27.9˘3.7
4 1.0˘0.4 9 90.3˘21.5
5 2.3˘0.8 10 112.5˘18.8

This expression represents a generalization of the usual Fourier decom-
position since it comes in the same form except for the time dependence
of both amplitude and frequency. The residue rn of the EMD is not in-
cluded in this discussion because it is either a monotonic function, or a
constant. Although the Hilbert transform can treat the monotonic trend
as part of a longer oscillation, the energy involved in the residual trend
represents a mean offset that can be overpowering. Considering the un-
certainty of the longer trend and the interesting information contained in
the other more clear and less energetic components, the residue should
be left out.

4.2.2 Discussion of the HTT results

The LPF PD data have been decomposed through the EMD technique,
described in Section 4.2.1, in ten intrinsic mode functions that are illus-
trated in Figure 4.5. It is worth noting that intrinsic mode functions
are empirical and present a time dependence in both amplitude and fre-
quency. Summing up all the intrinsic mode functions, along with the
residue, the original time series can be retrieved. It is found that the
difference between the original and the reconstructed signal is negligible
(about 10´12 in amplitude), proving the property of completeness of the
EMD algorithm.

In Table 4.4 it is reported the mean oscillation period of each mode
present in the LPF GCR data. In particular, those of intrinsic mode
functions 6-8 are close to periodicities of 27, 13.5 and 9 days, related
to the Sun rotation and higher harmonics, which are possibly associated
with the recurrence of one or more interplanetary disturbances. Mean
periods have been computed using the autocorrelation function of each
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Figure 4.5 Intrinsic mode functions and residue from the EMD of the
LPF PD dataset (time label format is yy/mm).

mode to find the location of the maxima and to obtain the average dura-
tion between them. The Wu and Huang (2004) method has been applied
to quantify the statistical significance of intrinsic mode functions with
respect to the Gaussian white noise. In Figure 4.6 (left panel) it can
be clearly observed that only intrinsic mode functions 4-11 lie above the
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Figure 4.6 Left: Energy associated with the intrinsic mode functions
as a function of their mean period. The solid line is the energy-period
dependence for the Gaussian white noise and the dashed line are the first
and 99th percentiles calculated from equation (4.1). Right: Percentage
energy level of each intrinsic mode function with respect to the total
energy of the signal (first column of the histogram). The red dashed line
represent the 5% threshold.

99% white noise spread line computed from equation (4.1).
The energy associated with each intrinsic mode function has been

calculated as
Ei “

1
T

ż T

0
|ciptq|

2dt (4.8)

in order to understand which modes give higher contribution to the orig-
inal dataset. The obtained energies, normalized to the whole energy of
the signal, are shown in Figure 4.6 (right panel). By choosing a thresh-
old of 5% (the confidence level), those intrinsic mode functions whose
energies exceed the threshold are considered to contain a physical infor-
mation, whereas all the remaining ones are more likely to represent noise
(Klionski et al., 2008). It is found that the energy budget of the intrinsic
mode functions 6-10 that exceed the 5% threshold is more than the 90%
of the whole dataset, hence these functions can be used to reconstruct a
denoised signal. The reconstruction is shown in Figure 4.7 (black line)
and compared with the GCR original time series (gray line). This figure
shows that the EMD technique allows to accurately capture all the time
variations without noise and high frequency fluctuations.

The residue of the decomposition, representing the long-term GCR
trend, is reported in Figure 4.8 (black line), along with the 13-month
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LPF data

reconstructed with EMD

Figure 4.7 LPF GCR dataset (gray dashed line) compared to the denoised
signal obtained by summing up intrinsic mode functions 6-11 (black solid
line).

smoothed monthly total sunspot number1 as a proxy of the solar activity.
We recall that the LPF mission elapsed time extends over a part of the
decreasing phase of the solar cycle 24. Since interplanetary disturbances,
acting as barriers on the GCR propagation, are gradually reduced going
towards the solar minimum as well as the global IMF intensity, the long-
term trend of GCRs shows a gradual increase. This well-known anti-
correlation is apparent in Figure 4.8 as expected.

In order to understand the physical phenomena underlying the ob-
served GCR variations, the instantaneous amplitudes and frequencies
of the intrinsic mode functions have been obtained with the HSA, as
described in section 4.2.1. This procedure allows for investigating the
complex time-frequency dependence of the amplitude (or the energy)
associated with each intrinsic mode function. First, by studying the sta-
tistical properties of instantaneous frequencies (hereafter indicated with
f) related to the intrinsic mode functions, it can be shown wheter or not
the EMD properly separated different modes. Indeed, when the PDFs
of different instantaneous frequencies show an important overlap, they
may describe the same time scale. In such cases intrinsic mode functions

1Sunspot number data are taken from http://sidc.be/silso/datafiles

http://sidc.be/silso/datafiles
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Table 4.5. Values of the overlap areas between subsequent
instantaneous frequency PDFs.

PDFs Area PDFs Area

ppf1q X ppf2q 0.38 ppf6q X ppf7q 0.30
ppf2q X ppf3q 0.35 ppf7q X ppf8q 0.30
ppf3q X ppf4q 0.36 ppf8q X ppf9q 0.16
ppf4q X ppf5q 0.37 ppf9q X ppf10q 0.44
ppf5q X ppf6q 0.32

should be summed up to produce a unique mode as they can be related
to the same physical process. The PDFs of the instantaneous frequencies
of modes 1-10 (blue area) are displayed in panel from top to bottom of
Figure 4.9, respectively. Moreover, each plot depicts the instantaneous
frequency PDF of the successive i` 1 intrinsic mode function (red line),
to show the overlap with the ith mode.

Values of the overlap areas between subsequent instantaneous fre-
quency PDFs are reported in Table 4.5. As the 50% value is never ex-
ceeded, the modes have been considered to be independent, each one of
them representing a different scale of variability contained in the original
dataset.

Figure 4.8 Comparison between the residue of the EMD and the 13-month
smoothed monthly total sunspot number.
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Figure 4.9 PDF ppfq of the instantaneous frequencies of the LPF dataset.

The Hilbert spectrum computed on the LPD PD dataset is shown in
Figure 4.10, where time is given in days and frequency in day´1. The total
LPF mission elapsed time is of 500 days and the time interval in the color
map is divided in BRs by vertical dotted lines. BR number labels are
reported in the top of the plot. The horizontal dashed lines correspond to
frequencies associated with the about 27 day solar rotation and 13.5 and
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Figure 4.10 Time-frequency diagram of the Hilbert spectrum for the LPF
dataset. Horizontal dashed lines represents the typical frequencies related
to the solar rotation period: 27 days (red), 13.5 days (white) and 9 days
(green). The white vertical dotted lines mark the edges of the BRs while
dots indicate the passage of recurrent disturbances according to Table
4.3. The color map indicates the logarithm of the square amplitude of
each intrinsic mode function as a function of frequency and time.

9 days higher harmonics. In fact, the region of the spectrum where the
high energy is accumulated is close to these three frequencies (1/9 day´1

green line, 1/13.5 day´1 white line, 1/27 day´1 red line). In order to
interpret the information provided by the HSA it is useful to observe the
number of recurrent events observed during subsequent BRs (see Table
4.3). On the top of Figure 4.10 the white dots indicate the presence of
an interplanetary perturbation producing a recurrent variation. The high
energy part of the spectrum along the 27 day periodicity extends over the
BRs 2495-2498, characterized by one short-term recurrent modulation
per each BR. This is consistent with the passage of one perturbation
corotating with the Sun producing a 27 day periodicity in GCR data
for several BRs. During BRs 2499-2502 a high energy is observed also
along the 13.5 day periodicity line. Indeed the number of corotating
perturbations observed during this period of time is two for each BR.
Other periods of time where more than two corotating perturbations are
present (e.g., from BR 2491 to 2494, BR 2503 and BR 2506), a more
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Figure 4.11 Same as Figure 4.3 for the BR 2492 (March 31-April 26,
2016; Armano et al., 2019).

complex pattern is observed with energy peaks also on the 1/9 day´1

frequency.

4.3 Transient GCR variations on LPF
Twenty-three non-recurrent GCR flux variations were identified, having
duration ă 2 day, of which six enhancements and seventeen depressions.
As an example, data gathered during the BR 2492 are reported in Figure
4.11. During this BR, the GCR count rate presents a small depression
between April 7-8, 2016 and two small peaks on April 15, 2016 and April
23, 2016. A comparison of the LPF data with those gathered with polar
NMs during the same BR 2492 in Figure 4.12 shows that the small GCR
flux enhancement dated April 15 was observed in the most of the polar
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Figure 4.12 Same as Figure 4.4 for the BR 2492 (March 31-April 26,
2016; Armano et al., 2019).

NM measurements; similarly the depression dated April 7-8 is observed
with Thule and McMurdo NMs (note that the LPF and the NM data
are shown on different scales in this figure). Conversely, the April 23
enhancement is not observed in polar NMs. Interplanetary plasma (solar
wind bulk speed, temperature, and proton density) and magnetic field
parameters are studied to identify interplanetary structures associated
with individual ă 2 day GCR flux variations. In Table 4.6, as in Ta-
ble 4.3, CHSSs observed during subsequent BRs and originating from
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coronal holes are characterized by a solar wind speed ą 400 km s´1, low
magnetic field and plasma density. CIRs are identified as regions of com-
pressed plasma formed between the leading and trailing edges of CHSSs
when they overtake slow solar wind. Magnetic barriers (MBs) indicate
those regions close to high magnetic field enhancements observed between
closely spaced CHSSs. Finally, enhancements of magnetic field in the slow
solar wind are indicated with magnetic field enhancements (MFEs). It is
found that the majority of small depressions in the GCR flux are caused
by HCS crossings; only seldom their evolution was modulated by CHSSs
and CIRs. These findings are different from those illustrated in Section
4.2 (see also Armano et al., 2018) for GCR flux depressions ą 2 day gen-
erally associated with CIR and CHSS passages. Peaks with duration ă 2
day appear to be associated with regions of compressed plasma between
two CHSS (see, for instance, April 23-24, 2016 in Figure 4.11). Several
processes may generate these small peaks in the GCR flux. The most
plausible is that the lowest-energy GCRs („ 70 MeV n´1) are confined
in region between two CHSSs, due to possible trapping and/or reflection
from MBs. However, a change in the low-energy GCR spectrum slope
between a flux recovery phase after a CHSS passage and a new GCR flux
decrease due to the passage of a subsequent CHSS, may also resulting a
peak feature in the integral flux. An increase of the ą 70 MeV n´1 flux
due to the acceleration at the shock of incoming CHSS does not appear
plausible on the basis of the absence of small peak structures at the pas-
sage of isolated CHSS (e.g. see Figure 4.3). As a matter of fact, both
models and observations indicate that the maximum energy of particles
accelerated at CIR regions is about 20 MeV (McDonald et al., 1976; Tsu-
rutani et al., 1987; Giacalone et al., 2002; Richardson, 2004; Laurenza
et al., 2015).

4.4 Forbush decreases observed on board
LPF

Three FDs were observed with LPF on July 20, 2016 (Figure 4.13), Au-
gust 2, 2016 (Figure 4.14) and May 27, 2017 (Figure 4.15). The passage
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Table 4.6. Occurrence and characteristics of the GCR flux variations
ă 2 day observed with LPF.

Date Onset Duration Dip/Peak Amplitude IP structure
Time (days) %

March 11, 2016 7.44 UT 0.97 DIP 3.1 CIR+HCS
March 16, 2016 1.38 UT 0.84 PEAK 3.0 MB
March 19, 2016 9.21 UT 1.16 DIP 2.5 CHSS
April 7, 2016 16.31 UT 0.89 DIP 3.4 HCS
April 15, 2016 7.44 UT 0.75 PEAK 4.4 MB
April 23, 2016 1.13 UT 1.16 PEAK 3.0 MB
June 16, 2016 0.15 UT 1.74 PEAK 2.5 MB
June 21, 2016 23.11 UT 1.68 DIP 2.5 HCS
June 23, 2016 2.12 UT 1.95 DIP 2.5 CIR
June 25, 2016 6.55 UT 1.79 DIP 2.5 CHSS
June 30, 2016 7.19 UT 1.79 DIP 2.8 HCS
July 2, 2016 3.15 UT 2.00 DIP 2.8 MFE
July 4, 2016 8.57 UT 1.74 DIP 2.5 CHSS+HCS
August, 2016 9 00.30 UT 0.75 PEAK 4.4 MB
August, 2016 16 6.06 UT 1.79 DIP 2.5 HCS
September, 2016 15 22.43 UT 0.84 DIP 3.1 MFE
October, 2016 11 13.25 UT 0.95 DIP 2.5 CHSS
October, 2016 23 21.09 UT 0.95 DIP 3.8 HCS+CHSS
November, 2016 10 17.29 UT 1.16 DIP 3.8 CIR+HCS
January, 2017 14 12.52 UT 0.75 DIP 3.1 HCS
March 22, 2017 22.21 UT 1.05 PEAK 2.1 MB
May 5, 2017 12.17 UT 1.46 DIP 2.3 MFE
May 29, 2017 21.07 UT 1.53 DIP 2.4 CIR

Note. — Interplanetary structures associated with each GCR flux ă 2-day varia-
tion are indicated (CIR: corotating interaction region; CHSS: corotating high-speed so-
lar wind streams; ICME: interplanetary coronal mass ejection (http://www.srl.caltech.
edu/ACE/ASC/DATA/level3/icmetable2.htm); S: shock; MC: magnetic cloud; HCS: cross-
ing of the heliospheric current sheet; MFE: magnetic field enhancement in the slow solar
wind; MB: magnetic barrier). IMF, solar wind plasma data and near-earth ICME pas-
sages were gathered from the websites https://cdaweb.sci.gsfc.nasa.gov/index.html and
http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm. HCS crossings are re-
ported in http://omniweb.sci.gsfc.nasa.gov./html/polarity/polarity_tab.html.

http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm
http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm
https://cdaweb.sci.gsfc.nasa.gov/index.html
http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm
http://omniweb.sci.gsfc.nasa.gov./html/polarity/polarity_tab.html
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Figure 4.13 Magnetic field, solar wind and GCR data from July 19, 2016
through July 24, 2016. From top to bottom: IMF magnitude B, IMF
GSE latitude θ, IMF GSE longitude φ, with a smoothed solid line over-
laid, solar wind speed V , plasma temperature T , GCR percentage flux
variations gathered by LPF compared to four NMs.

of three near-Earth ICMEs2, associated with these FDs, is indicated by

2The ICME arrival and end times are taken from the catalog available at the web
page http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm.

http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm
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Figure 4.14 Same as Fig. 4.13 for the period August 2-4, 2016.

dashed vertical lines in the figures. In the same figures, GCR flux vari-
ations of both LPF and NMs are compared to the IMF magnitude B,
IMF GSE latitude θ, IMF GSE longitude φ, solar wind speed V and tem-
perature T gathered from the Wind experiment. First, as the minimum
energy of GCR particles observed with the LPF PD is 70 MeV n´1, it
can be noted that the evolution of FDs, being strongly energy dependent,
appears different in space and NM observations. The FD dated July 20,
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Figure 4.15 Same as Fig. 4.13 for the period May 27-30, 2017.

2016 is associated with both solar wind speed and IMF increases due to
the ICME arrival. On August 2, 2016 and May 27, 2017 the GCR flux
depressions are associated with slower ICMEs. In all three cases the IMF
intensity presented maximum values of about 25 nT. In order to study
the energy dependence of the three FDs observed with LPF, the percent-
age variation of the integral proton and helium fluxes measured with the
LPF PD are compared to analogous hourly averaged variations gathered
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with Terre Adelie, Oulu, Rome and Mexico NMs, located at different ge-
ographic latitudes. Table 4.7 shows the GCR flux variations of the GCR
integral flux observed with LPF and with NMs listed above at the max-
imum amplitude of each FD. The time of the onset and the maximum
amplitude of each FD on board LPF are also indicated. The onset was
set as the first time bin after which the GCR flux presented a continu-
ous decreasing trend, within statistical uncertainty, for at least six hours.
The LPF proton-dominated integral flux maximum decreases above 70
MeV n´1 are observed to vary from about 5% to 9% for the three events.
The different GCR flux decrease observed with LPF is most likely due
to the passage of interplanetary disturbances that depressed the GCR
flux before the transit of the ICMEs. During the August 2, 2016 event
only, the pre-decrease GCR flux appeared at its maximum value during
the BR 2496 before the passage of the ICME that generated the FD. NM
count rate variations range between 1% and 3% for these three events. In
particular, both GCR main and recovery phases are observed in all con-
sidered NM measurements during the July 20, 2016 FD. This is not the
case for the other two events that can be clearly detected only in polar
NMs. The passages of other three near-Earth ICMEs on March 5, 2016,
April 14, 2016 and October 13, 2016 resulted in GCR flux decreases at
the limit of the statistical significance (1%-2%) on board LPF, when the
GCR flux was already depressed by the transit of previous interplanetary
structures and HCS crossings.
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Chapter 5

Grad-Shafranov
reconstruction of the August
2, 2016 magnetic cloud

In order to evaluate the modulation effect of MCs on cosmic rays, a global
knowledge of the magnetic field topology within the MC is necessary. In
this chapter the GS reconstruction has been performed to retrieve the
spatial configuration of the August 2, 2016 MC using in situ Wind data.
This technique is based on the GS equation and consists mainly of three
steps. The first step is the De Hoffmann-Teller (HT) analysis, that allows
for the determination of the MC reference frame velocity. The second
step is the search for the optimal invariant axis of the MC, thus the
MC reference frame is fixed with respect to the GSE. The third and
final step provides the GS reconstruction through a Taylor expansion
of the vector potential on the reconstruction plane. Among the ICMEs
associated with the three FDs observed on board LPF, only for the ICME
associated with the August 2, 2016 event the GS reconstruction provided
a successful result as discussed in the following.

5.1 The Grad-Shafranov reconstruction
The GS reconstruction was developed and applied for the first time by
Sonnerup and Guo (1996) to retrieve 2-D structures at the magnetopause
boundary. The application of the GS reconstruction in the space physics
field was developed by Hau and Sonnerup (1999). The method consists
of using the GS equation in order to obtain a 2-D vector potential map
through a Taylor expansion.
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The development of the GS reconstruction represents the focused ef-
fort of Prof. Sonnerup in contriving a useful data analysis technique that
goes beyond the conventional one. Indeed, a proper interpretation of in
situ S/C data is often challenging. This concept is illustrated in the car-
toon of Figure 5.1 which was shown during the Prof. Sonnerup’s Van
Allen Lecture at the 2010 AGU Fall Meeting. All the steps of the GS
reconstruction are described below.

5.1.1 The Grad-Shafranov equation
The GS equation derivation shown in this section is based on the magne-
tohydrodynamics (MHD) theory, even though could be also derived from

Figure 5.1 Cartoon presented in Prof. Sonnerup’s Van Allen Lecture
at the 2010 AGU Fall Meeting (New Yorker Magazine, available from
http://www.newyorker.com/cartoons/a15439).

http://www.newyorker.com/cartoons/a15439
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the Vlasov theory. From the ideal MHD equations, a two-dimensional
magnetohydrostatic structure is described by the balance of pressure and
magnetic forces:

∇p “ j ˆB, (5.1)
where p is the plasma pressure and j is the electric current. Since ∇p
is everywhere perpendicular to B, the plasma pressure is constant along
any field line thus representing the first field line invariant. By assuming
the invariance along the z-axis of a cartesian coordinate system, equation
(5.1) holds on the x-y plane that is the GS reconstruction plane. The
x-y plane is oriented such that the x-axis represents the projection of
the S/C path through the structure. The axis orientation is set on the
basis the HT analysis (see Section 5.1.2 for details). In this reference
frame, magnetic field and plasma pressure, measured along the S/C path
while crossing the magnetic structure, are known along the x-axis. From
the 2-D geometry assumption, the vector potential in the reconstruction
plane is defined as Apx, yq and the magnetic field vector can be expressed
as follows

B “ ∇Aˆ ẑ ` ẑBz,

where ẑ is the unit vector of the z-axis. In components

B “

˜

BA

By
,´
BA

Bx
,Bzpx, yq

¸

. (5.2)

The field lines are represented by contours Apx, yq “ const. Vectors
projected in the x-y plane are assumed transverse to the invariant z-axis
and are denoted with the subscript t. Since the z component in the
left-hand side of equation (5.1) is identically zero, it follows that the z
component of the magnetic force in the right-hand side of equation (5.1)
also vanishes

jt ˆBt “ 0
and therefore the electric current jt in the reconstruction plane is aligned
with the transverse magnetic field Bt. The Ampère’s law allows to ex-
press jt as follows

jt “
1
µ0

∇Bz ˆ ẑ.

In order for the electric current to be parallel to Bt, the vector ∇Bz

must be perpendicular to Bt and therefore Bz is constant for any given
field line and represents the second field line invariant. The force balance
expressed by equation (5.1) allows for writing the following equation in



64 5.1 The Grad-Shafranov reconstruction

the reconstruction frame

∇p “ jzpẑ ˆBtq ` jt ˆ ẑBz. (5.3)

In equation (5.3) the axial current component can be written in terms of
the vector potential as jz “ ´∇2A{µ0. It can be shown that

ẑ ˆBt “ ∇A and jt ˆ ẑ “ ´
1
µ0

∇Bz

and by substituting these expressions in equation (5.3) it is obtained

∇p “ ´
„ˆ

1
µ0

˙

∇2A



∇A´
ˆ

1
µ0

˙

Bz∇Bz. (5.4)

Since both p and Bz are field line invariants, they are functions of A only
and their gradients can be written as

∇p “ dp

dA
∇A, ∇Bz “

dBz

dA
∇A.

Using these expressions in equation (5.4), each term is proportional to
the vector potential A which can be simplified. The result reduces to the
GS equation:

∇2A “
B2A

Bx2 `
B2A

By2 “ ´µ0
dPt
dA

“ ´µ0jz (5.5)

where PtpAq “ pp`B2
z{2µ0q is the transverse pressure (Grad and Rubin,

1958; Shafranov, 1958). The GS equation is Poisson-like with a source
term on the right-hand side that is a function of the dependent variable A
only. This equation represents the basis of the GS reconstruction scheme.

5.1.2 The De Hoffmann-Teller analysis
The study of MCs is carried out in a special reference frame in which
they appear stationary in time. A frame velocity is set so that physical
quantities can be determined. The standard method to find the velocity
of this reference frame from single S/C data relies on the HT method
(De Hoffmann and Teller, 1950). In general, the term HT frame refers
to a galilean frame of reference in which the electric field in the plasma
vanishes. The existence of an HT frame indicates the presence of a co-
herent, quasi-stationary structure of magnetic field and plasma. In the
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following, we refer to the HT analysis as the procedure of identifying an
HT frame for a given data set. The aim is to find the frame velocity vec-
tor VHT that shows the best agreement with measurements of magnetic
field B and electric field E. Sometimes, the convection electric field Ec,
computed starting from the plasma bulk velocity v as ´v ˆB, is used
as a proxy for E. Thus, the HT analysis is an attempt to characterize
experimental data of solar wind velocity and IMF within a model at the
basis of which there is one vector, i.e. VHT , as a parameter. If the electric
field measured in the instrument frame is E, the electric field in the HT
frame E1 vanishes as

E1 “ E ` VHT ˆB “ 0. (5.6)

Equation (5.6) ensures that any magnetic field configuration is stationary
when viewed in that frame by applying the Faraday’s law

∇ˆE1 “ ´

ˆ

BB

Bt

˙1

“ 0. (5.7)

In order to obtain an approximation for VHT from a set of plasma bulk ve-
locity vpmq and magnetic field Bpmq measurements, where m “ 1, 2 . . .M
and M equal to the total number of collected data points, one may seek
a reference frame in which the mean square of the electric field is mini-
mized. This is accomplished by defining the functional DpV q as

DpV q “
1
M

M
ÿ

m“1
|E1pmq|2 “

1
M

M
ÿ

m“1
|pvpmq ´ V q ˆBpmq

|
2, (5.8)

and assigning to the HT velocity VHT the vector V that minimizesDpV q.
Since the quantity DpV q is a non-negative quadratic form, it must have
a unique minimum. By writing the equation (5.8) in components we get

1
M

M
ÿ

m“1
t|Bpmq

|
2
rv
pmq
i ´ Vis

2
´ rB

pmq
i pv

pmq
i ´ Viqs

2
u

where the vector identity |A ˆ B|2 “ |A|2|B|2 ´ pA ¨ Bq2 is applied.
The minimization condition leads to the following equation written in
components

BD

BVi
“

2
M

M
ÿ

m“1
t´|Bpmq

|
2
rv
pmq
i ´ Vis ` rB

pmq
i B

pmq
j pv

pmq
j ´ Vjqsu “ 0. (5.9)
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The right-hand side of equation (5.9) can be rearranged as follows

Vj

M
ÿ

m“1
rpBpmqq2δij ´B

pmq
i B

pmq
j s “

M
ÿ

m“1
v
pmq
j rpBpmqq2δij ´B

pmq
i B

pmq
j s.

By defining a matrix Kpmq as the matrix of projection P pmq into a plane
perpendicular to Bpmq multiplied by pBpmqq2

K
pmq
ij “ pBpmqq2

˜

δij ´
B
pmq
i B

pmq
j

pBpmqq2

¸

“ pBpmqq2P
pmq
ij (5.10)

and K0 “ xKpmqy, where angle brackets indicate the average of an en-
closed quantity over the set of M measurements, equation (5.9) may be
written in the simple form

K0VHT “
A

Kpmqvpmq
E

. (5.11)

Finally, by assuming that K0 is non-singular, the equation (5.11) admits
the solution

VHT “ K´1
0

A

Kpmqvpmq
E

. (5.12)

Equation (5.12) expresses the HT frame velocity in terms of vpmq and
Bpmq. In order to quantify the goodness of the computed HT frame, the
correlation coefficient between the two electric fieldsEpmqc “ ´vpmqˆBpmq

and EHT “ ´VHT ˆB
pmq is estimated.

A natural extension of this procedure is to consider a constant ac-
celeration of the HT frame as another parameter. Indeed, is possible
to formally include a time-dependent velocity V ptq instead of V in the
expression (5.8). Then a minimization of DpV ptqq can be carried out in
order to obtain the time-dependent HT velocity VHT ptq. In the linear
approximation, the data fit is operated with a uniformly accelerating HT
frame: V ptq “ V0 ` at. The parameter values V0 “ V

p0q
HT and a “ aHT

that minimize DpV ptqq are determined from the following set of linear
equations (Sonnerup et al., 1987)

K0V
p0q
HT `K1aHT “

A

Kpmqvpmq
E

K1V
p0q
HT `K2aHT “

A

Kpmqvpmqtpmq
E

.

The matrices Kq with q “ 0, 1, 2, in the left-hand side of the above
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equations are defined as

Kq “

A

Kpmq
rtpmqsq

E

where Kpmq is given in equation (5.10). The time tpmq is the time at
which the m-th measurement is performed with tp1q “ 0. The explicit
solutions for V p0q

HT and aHT are

aHT “
´

K´1
0 K1 ´K

´1
1 K2

¯´1´
K´1

0 xKpmqvpmqy ´K´1
1 xKpmqvpmqtpmqy

¯

V
p0q
HT “ K´1

0

´

xKpmqvpmqy ´K1aHT

¯

.

After determining the HT velocity of the magnetic structure, the follow-
ing step is to estimate the direction of the invariant axis and to set the
best reference frame where the z-axis represents the axis of the MC.

5.1.3 The GS invariant axis orientation

The first technique proposed to estimate the invariant axis orientation is
the minimum variance analysis. In general, the minimum variance anal-
ysis provides an estimation for the direction normal to a one-dimensional
transition layer in plasma starting from single S/C data. In this con-
text, the procedure that allows for the determination of the normal unit
vector, n̂, with respect to the transition layer, is the minimum variance
analysis of magnetic field vector (MVAB) data, acquired by a S/C during
the layer crossing. The MVAB is based on the one-dimensional model of
a generic layer in which B{Bx “ 0 and B{By “ 0. Only one of the z term
remains in the cartesian expression for the divergence of B

∇ ¨B “
BBz

Bz
“ 0, (5.13)

i.e. Bz is independent of z. Here the triad px, y, zq is a local coordinate
system with z-axis pointing toward the vector normal to the layer n̂, that
is unknown a priori. From the Faraday’s law, the Bz component must
be also time-independent, BBz{Bt “ 0, thus in the ideal layer crossed
by the S/C, the observed Bz value is constant. Only three magnetic
vector measurements are needed to estimate the normal direction in this
case, Bp1q and Bp3q, measured on opposite sides of the layer, and Bp2q,
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measured approximately at the center of the layer. Since

Bp1q
¨ n̂ “ Bp2q

¨ n̂ “ Bp3q
¨ n̂,

vectors pBp1q´Bp2qq and pBp2q´Bp3qq are tangential with respect to the
layer and their cross product lies along n̂. By assuming that their cross
product is not zero, it follows that

n̂ “ ˘
pBp1q ´Bp2qq ˆ pBp2q ´Bp3qq

|pBp1q ´Bp2qq ˆ pBp2q ´Bp3qq|
.

Looking at real transition layers observed in space plasmas, pronounced
deviations from this ideal one-dimensional description are always ob-
served. Indeed, real layers have 2-D or 3-D internal structures evolving
in time with temporal fluctuations also in the orientation of the nor-
mal direction. In general, the MVAB technique is designed to deal with
the situation where some or all of the non-ideal effects listed above are
present, except for the systematic temporal change in the normal direc-
tion. To estimate n̂, the method identifies the direction along which the
field-component tBpmq ¨ n̂u has minimum variance. In other words, n̂ is
determined by minimization of

σ2
“

1
M

M
ÿ

m“1

ˇ

ˇ

ˇ
pBpmq

´ xByq ¨ n̂
ˇ

ˇ

ˇ

2

where xBy “ 1{M
řM
m“1B

pmq. The normalization constraint for this
minimization procedure is |n̂|2 “ 1. Using the Lagrange multiplier, λ,
to impose this condition, a set of three homogeneous linear equations is
obtained

B

Bni
pσ2

´ λp|n̂|2 ´ 1qq “ 0 (5.14)

where i “ pX, Y, Zq is the coordinate system used in performing the
tBpmqu measurements (e.g. the GSE reference frame). After differenti-
ating equation (5.14), the resulting set of three equations can be written
a matrix form

3
ÿ

ν“1
MB

µν “ λnµ (5.15)

where the subscripts µ, ν “ 1, 2, 3 are cartesian components along the
X, Y, Z coordinate system and

MB
µν “ xBµBνy ´ xBµy xBνy
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is the magnetic variance matrix. From equation (5.15), λ are the eigen-
values λ1, λ2, λ3, given in order of decreasing magnitude, of the matrix
MB

µν . Since MB
µν is symmetric, the eigenvalues are real and the corre-

sponding eigenvectors x1, x2 and x3 are orthogonal. The eigenvectors
represent the maximum, intermediate, and minimum variance directions
and the eigenvalues are the variances in the magnetic field components.
The eigenvector x3, corresponding to the smallest eigenvalue λ3, is used
as the estimator of the vector normal to the layer. Eigenvectors x1 and
x2, corresponding to maximum and intermediate variance, are then tan-
gential to the transition layer and the set tx1,x2,x3u provides the basis
vectors for the local coordinates px, y, zq introduced in equation (5.13).
More generally, for any measured set of magnetic field vectors tBpmqu

the eigenvector set of the variance matrixMB
µν provides a natural coordi-

nate system for the analysis of the data. It is worthwhile to notice that
the matrix MB

µν does not depend on the temporal order of the measured
vectors.

While the MVAB analysis was the first used in the literature to deter-
mine the orientation of the invariant axis for a given magnetic structure
in plasma, here it is used only as a first guess. Indeed, a more reli-
able procedure of optimization/minimization to estimate the invariant
axis was introduced by Hu and Sonnerup (2002). To this purpose the
definition of the transverse pressure PtpAq, given in equation (5.5), as a
single-valued function of the potential vector A is used. The axis orienta-
tion of a cylindrical MC is determined by finding the direction for which
the data plot of Ptpxi, 0q versus Apxi, 0q displays minimal scatter, where
xi are S/C coordinates while crossing the MC. Indeed, the transverse
pressure Pt as a function of A shows an increase when the S/C enters the
cylindrical MC structure toward the center and, consequently, decreases
while approaching the end point of the structure. Dividing the trans-
verse pressure into two branches, the curve associated with the first-half
of the S/C path through the MC P 1st

t,i pAq is expected to lie on the same
curve that describes the second-half of the S/C path, P 2nd

t,i pAq. In other
words, a well defined single-valued function PtpAq would be expected if
the GS equation holds. Therefore, a separation between the P 1st

t,i pAq and
P 2nd
t,i pAq curves is an indication that the z axis chosen for the analysis

is not right. In the optimization procedure introduced by Hu and Son-
nerup (2002), invariant direction seeking is numerically performed by a
trial and error procedure. Algorithm steps are listed below.

1) The first step consists in making a first guess for the reconstruction
frame, px, y, zq. For MCs, the first guess for the optimal z-axis is
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done through the MVAB. The x-axis lies along the projection of the
´VHT vector onto the plane perpendicular to z. The positive x-
axis is directed along the projected S/C path across the MC. Thus,
the structure is invariant in the z direction, the S/C measurements
are known along the x-axis and y completes the right-handed or-
thogonal triad.

2) In the second step values of Apx, 0q are computed from equation
(5.2) by integrating the measured By component along the x-axis
with y “ 0

Apx, 0q “
ż x

0

BA

Bξ
dξ “

ż x

0
´Bypξ, 0qdξ

where y “ 0 is set along the S/C path coordinate in the recon-
struction frame. Steps in the x direction are made using time steps
and the constant HT frame velocity: dξ “ ´VHT ¨ x̂dt. Data are
resampled on a uniform grid along x and the scatter-plot between
Ptpx, 0q “ ppx, 0q `B2

z px, 0q{2µ0 versus Apx, 0q is evaluated.

The trial and error procedure consists in repeating steps 1) and 2) for
each trial axis. The orientation of the trial axis varies on a hemisphere
that represents all possible directions in a 3-D space. The coordinate
system of this 3-D space is chosen as follows: the maximum variance
direction x̂1 yields a first estimation for the y axis because the magnetic
variance is likely to be largest along the y axis as By reverses sign during
the MC crossing whereas the variations in the other two components
are usually smaller, x is chosen to be along the ´VHT direction and z
completes the orthogonal triad. The hemisphere is discretized in a grid
in which each grid point represents a trial axis direction. The fitting
residue for PtpAq, associated with each trial axis is defined by

Rf “

«

M
ÿ

i“1

´

P 1st
t,i ´ P

2nd
t,i

¯2
ff

1
2

{|maxpPtq ´minpPtq|. (5.16)

Finally, the best invariant direction is that one along which the residue
calculated from equation (5.16) has its absolute minimum.

5.1.4 The GS solver
The final step of the GS reconstruction algorithm consists in calculating
the vector potential of the magnetic field Apx, yq at y values distant from
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the S/C path placed at y “ 0. To achieve this task, the GS solver uses
the following second-order Taylor expansion

Apx, y `∆yq » Apx, yq `
BApx, yq

By
∆y ` 1

2
B2Apx, yq

By2 p∆yq2 (5.17)

where Apx, yq and BApx, yq{By “ Bx are assumed to be known functions
of x at a given y. The second derivative in equation (5.17) is evaluated
through the equation (5.5) as

B2A

By2 “ ´
B2A

Bx2 ´ µ0
dPt
dA

, (5.18)

where B2A{Bx2 is known. The calculation starts at y “ 0 where all the
quantities are known and then continues in ˘|∆y| steps. From equations
(5.17) and (5.18) Apx, y`∆yq is evaluated and then BApx, y`∆yq{Bx “
´Bypx, y ` ∆yq and B2Apx, y ` ∆yq{By2 can be calculated. The new
value of Bxpx, y ` ∆yq “ BApx, y ` ∆yq{By is obtained from the first-
order Taylor expansion

Bxpx, y `∆yq » Bxpx, yq `
B2Apx, yq

By2 ∆y,

where B2Apx, yq{By2 is obtained from equation (5.18). The present GS
solver is based on the rectangular box integration domain introduced by
Hau and Sonnerup (1999) that follows the scheme

ˆ

B2A

Bx2

˙

i

“
2Ai ´ 5Ai`1 ` 4Ai`2 ´ Ai`3

p∆xq2

that is a third-order Taylor expansion in ∆x around the end point. The
reconstruction is performed within a rectangular box and the number of
grid points along y are kept about one order of magnitude larger than
the number of x grid points in order to limit numerical instabilities. A
smoothing is performed for the solution of A at each integration step to
eliminate spurious exponential solutions.

5.2 The August 2, 2016 magnetic cloud
In this section the GS reconstruction is applied to the August 2, 2016
MC event. The MC passage was inferred from solar wind plasma and
magnetic field parameters and was set between August 2, 2016 at 20:11
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Figure 5.2 Data gathered in the Lagrange point L1 with theWind satellite
and the LPF PD on magnetic field, plasma (panels 1-4) and cosmic-ray
(bottom panel) observations during August 2-3, 2016. The MC transit
time is represented by vertical dashed lines.

UT and August 3, 2016 at 2:54 UT as shown in Figure 5.2. The same
MC is also reported in the Hu et al. (2018) small-scale flux-rope database
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based on the Wind S/C data1. Using plasma and magnetic field measure-
ments from the Wind S/C, the HT analysis gives an excellent constant

1The small-scale flux-rope database is available at the web page http://fluxrope.
info/index.html
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Figure 5.3 Scatter-plot of the convection electric field Ec “ ´v
pmqˆBpmq

versus the HT electric fieldEHT “ ´VHTˆB
pmq for constant HT velocity

(cyan dots) and constant HT acceleration (black dots).
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Figure 5.4 Magnetic hodograms for MC crossing by Wind on August
2, 2016, 20:11 UT - August 3, 2016, 02:54 UT. Axes units are in nT.
Eigenvalue ratios are reported on top of the figure.
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Figure 5.5 Left: Residue map. The black dot represents the minimum-
residue direction. Right: Wind data and fitting curve of PtpAq for August
2, 2016 MC. Data points represent the S/C measurements for the first
half (circles) and for the second half (stars) of the MC crossing. Solid
curve represents the fitting function, PtpAq. The fit residue is Rf “ 0.05
for this event and Ab “ ´44.7 Tm denotes the boundary value of the
vector potential for the double folding of measured data.

VHT “ p´413.69,´27.94, 11.64q km s´1, with a correlation coefficient
among the measured electric field and ´VHT ˆB ą 0.998. The HT ac-
celeration, computed according to the definition given in Section 5.1.2, is
found equal to 5ˆ10´3 km s´2. Scatter plot of the convection electric field
Ec andEHT “ ´VHTˆB is shown in Figure 5.3 both for constant HT ve-
locity (cyan dots) and uniform HT acceleration (black dots). The output
of the MVAB analysis is reported as hodograph. Magnetic hodographs
consist of curves in space of vectors from the measured time series tBpmqu

connected by line segments that follow the time sequence in which they
are measured. The most common way to display the hodographs is to
organize them in two projections, called magnetic hodograms. The pro-
jection onto a plane tangential to the MC is the plot of the component
B1 “ B

pmq ¨x1 versus B2 “ B
pmq ¨x2 and the side view projection is the

plot of B1 versus the normal field component B3 “ B
pmq ¨ x3. Magnetic

hodograms for the August 2, 2016 MC are shown in figure 5.4. The invari-
ant axis orientation is determined by estimating the direction for which
the plot of Ptpxi, 0q versus Apxi, 0q presents minimal scatter of the data.
It is recalled here that xi represent S/C positions along the MC crossing
path. Starting from the reference frame fixed through the MVAB, the
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Figure 5.6 Left: GS reconstruction of the August 2, 2016 MC. Wind
(yellow) and LPF (cyan) S/C paths across the MC are shown. The
color plot represents the z1 component of the magnetic field in the GS
reconstruction frame of reference and the solid level curves represent the
potential vector Apx1, y1q. A projection of the GSE frame of reference is
reported in the upper-left corner (x in red, y in yellow and z in green).
Right: Orientation of the MC axis z1 with respect to the GSE reference
frame px, y, zq where θ “ 17.3˘ 1.7° and φ “ 53.9˘ 2.9°.

trial and error procedure allows to calculate the residue associated with
every possible orientation of the z-axis within an hemisphere according
to equation (5.16). The residue map obtained through this procedure
is shown in Figure 5.5 (left panel) where the minimum residue direction
is marked with one black dot. For the best-fit a residue Rf “ 0.05 is
found (Figure 5.5, right panel). The z-axis orientation corresponds to
θ “ 17.3˘ 1.7° and φ “ 53.9˘ 2.9°, where θ and φ are the latitude and
longitude, respectively, in the GSE coordinate system.

The GS reconstruction of the MC dated August 2, 2016 is illustrated

Table 5.1. Characteristics of the August 2, 2016 MC.

MC properties GS reconstruction values

Total axial magnetic flux, Φt 9.30ˆ1021 Mx
Total poloidal magnetic flux per AU, Φp 5.55ˆ1022 Mx

Maximum axial field strength, Bz0 25.3 nT
Maximum axial current density, jz0 -7.5ˆ10´12 A m´2

Total axial current, Iz0 -2.4ˆ108 A
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Figure 5.7 Comparison between the magnetic field GSE components mea-
sured by LPF (solid lines) and the August 2-3, 2016 magnetic field inter-
polated from the GS reconstruction (blue circles). A remarkable agree-
ment is found on all three components with exception of latter two points
(red crosses).

in Figure 5.6. The Wind S/C crossing path is set along the line y1 “ 0.
In this reference frame the LPF S/C path lies along y1 “ ´4.4ˆ10´3 AU.
In order to visualize the part of the magnetic map explored by LPF, the
S/C path through the MC is reported in Figure 5.6 (cyan line). The time
separation along x1 between the two S/C is calculated assuming that the
MC moves with mean constant velocity VHT . The space separation is
δx1 “ x1L ´ x1W , where L and W indicate LPF and Wind respectively,
and the corresponding time separation is δt “ δx1{pVHT ¨ x

1q „ ´35.1
min. In order to test the reliability of the GS reconstruction a multi-S/C
approach is widely used in literature. To this purpose, LPF magnetic
field measurements gathered by the four on board magnetometers de-
scribed in Section 1.3 are available. The LPF magnetometers were not
meant for scientific investigations, but were placed inside the S/C for
diagnostics purposes. However, with a dedicated analysis it was possi-
ble to disentangle the magnetic field contribution generated by the S/C
instrumentation from that associated with the background IMF (A. Ce-
sarini, private communication). A comparison between magnetic field
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data observed on board LPF binned at 1-minute and magnetic field in-
terpolations obtained with the GS reconstruction along the LPF path is
shown in Figure 5.7. There is a remarkable agreement between measure-
ments and the GS reconstruction, with the exception of the latter two
data points in the x and y components. This deviation arises from abrupt
fluctuations in the magnetic field components after the MC passage due
to incoming small-scale magnetic structures accompanied by an increas-
ing trend of the plasma temperature. The sudden break of the smooth
rotation in the measured magnetic field components reflects on the rapid
variations of the magnetic field along the right boundary of the GS re-
construction. Finally, the assumption that this MC could be described
as a magnetostatic structure in rigid coherent motion with constant HT
velocity can be supported by evaluating the expansion velocity defined
as

Vexp “
pV1 ´ V2q

2 ,

where V1 “ 406.6 km s´1 is the velocity at the front boundary of the
MC and V2 “ 421.5 km s´1 the velocity at the back boundary. The HT
velocity is VHT “ 414.6 km s´1 and the ratio |Vexp|{|VHT | “ 0.018 ! 1
suggests that the MC expansion is not particularly significant in the
time interval considered for this event (Möstl et al., 2009). All the main
characteristics of this MC can be evaluated after the GS reconstruction
and the total axial and poloidal magnetic fluxes, the total axial current
and the maximum axial field strength and current density are reported
in Table 5.1. Finally, a 3-D visualization of the MC is reported in Figure
5.8.
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Chapter 6

Monte Carlo simulation of the
August 2, 2016 Forbush
decrease

In order to better understand the physical phenomena responsible for
FDs, a novel approach is proposed in this chapter. A well suited Monte
Carlo forward technique in the test-particle (TP) approximation is de-
veloped to describe the GCR propagation over the realistic MC config-
uration accurately retrieved through the GS reconstruction in Chapter
5. The Monte Carlo simulation has been carried out within the MC
with full-particle-trajectory integration. The choice to adopt the full-
trajectory integration, instead of the guiding-center approximation, is
based on the dimension of the MC and the Larmor radii for the energies
considered in the simulation. The simulation basics and the main results
are presented in the following. To my knowledge, an attempt to study
the GCR flux variation effect due to a realistic MC topology is carried
out for the first time in this thesis work.

6.1 Algorithm description
Particle full-trajectories are estimated over the magnetostatic configura-
tion provided by the GS reconstruction moving with constant HT veloc-
ity. Particles are subject to the Lorentz force where relativistic modifi-
cations are considered. Since in the model we deal with time-integrated
particle trajectories, the physical quantity that we compute from the
particle distribution function is the particle fluence through each volume
element of the simulation space. The fluence variation profile across the
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MC is computed with respect to the incident particle fluence. Main steps
of the Monte Carlo TP simulation code are described below.

6.1.1 Particle initialization

As a first step, the initialization of position and velocity of the inci-
dent particles is carried out. According to the GS reconstruction out-
put, where the magnetic field map is provided on a rectangular grid
under the 2.5-D geometry assumption, the simulation space is thought
as an infinite rectangular prism rxminxmaxs ˆ ryminymaxs ˆ Lz, where Lz
is the length along the symmetry axis and is kept arbitrary. The initial
positions are randomly chosen along the rectangular boundaries of the
simulation space at Lz “ 0. The absolute value of initial velocities is ran-
domly selected from a given relativistic proton kinetic energy spectrum.
To guarantee an isotropic incidence for cosmic-ray particles entering the
simulation space from planar surfaces, the Lambert cosine factor is used.
The angle between the particle initial velocity and the direction normal
to the surface crossed by the incoming particle is θ P r0, π{2s. The az-
imuthal angle φ is defined in the interval r0, 2πq, and it is selected from a
uniform distribution within its domain of definition. After a kinetic en-
ergy E is selected from a proper proton energy spectrum, initial particle
velocity components for particles entering from the plane that intersects
the x “ xmin side are

$

’

&

’

%

vy “ v sin θ cosφ
vz “ v sin θ sinφ
vx “ v cos θ,

while for particles entering from the plane that intersects the x “ xmax
side

$

’

&

’

%

vy “ v sin θ cosφ
vz “ v sin θ sinφ
vx “ ´v cos θ

and for particles entering from the plane that intersects the y “ ymin side
$

’

&

’

%

vz “ v sin θ cosφ
vx “ v sin θ sinφ
vy “ v cos θ.
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Finally, for particles entering from the plane that intersects the y “ ymax
side

$

’

&

’

%

vz “ v sin θ cosφ
vx “ v sin θ sinφ
vy “ ´v cos θ.

6.1.2 The Boris solver

As a second step particle trajectories are followed and collected in the
simulation space. The particle motion is assumed to be collisionless and
the magnetic configuration is kept stationary in time. In the TP ap-
proximation no currents associated with the particle propagation in the
magnetic field are considered. Thus, the only force acting on the TPs
is the Lorentz force. In general, the equation of motion of a charged
particle through an electromagnetic field is given by

dp

dt
“ qpE ` v ˆBq

where v is the particle velocity, E is the electric field, B is the magnetic
field and p is the relativistic particle momentum. Since the particle
integrator is a fundamental element of any charged-particle simulation
(e.g. TPs or particle-in-cell) accuracy, stability, and computational cost
must be considered during the implementation. The integrator used in
this work is the well-known Boris solver, an energy-conserving trajectory
integrator based on the Leapfrog scheme (Boris, 1970). The discrete
equations of motion are written in the form:

xn` 1
2
´ xn´ 1

2

∆t “ vn

m
un` 1

2
´ un

∆t “ q
`

En` 1
2
` v̄n` 1

2
ˆBn` 1

2

˘

(6.1)

where the subscripts pn´ 1{2, n, n` 1{2q are time step indices, ∆t is the
time step, x is the particle position, u “ γv is the three-dimensional
particle velocity, γ is the Lorentz factor and v̄ is an effective velocity.
Other symbols have their standard meanings. The acceleration part of
equation (6.1) is split into the Coulomb force for the first half time step
(equation 6.2), the Lorentz force for the entire time step (equation 6.3),
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and the Coulomb force for the second half (equation 6.4)

u´ “ un ` ε∆t (6.2)

u` ´ u´
∆t “

q

m

´

v̄n` 1
2
ˆBn` 1

2

¯

(6.3)

un` 1
2
“ u` ` ε∆t (6.4)

where ε “ pq{2mqEn` 1
2
, u´ and u` are two intermediate states. Here-

after we denote the field quantity Bn` 1
2
at n “ n ` 1{2 as B. Since

equation (6.3) is an energy-conserving rotation in the momentum space,
Figure 6.1, the Lorentz factor is set to be constant during the operation,
γ´ “ γ`. The phase angle in the rotation part is

θ “
q∆t
mγ´

B. (6.5)

The rotation is then solved as follows

t “ tan θ2b

where b “ B{|B|,
u1 “ u´ ` u´ ˆ t

u` “ u´ `
2

1` t2 pu
1
ˆ tq.

The only contribution to the Lorentz force taken into account in the
following is the rigid rotation operated by the magnetic field B as the
contribution of the electric field E is neglected according to the HT
analysis, equation (5.7).

From a theoretical point of view, the Boris solver is stable because
it preserves a volume in the phase space at each time step. This prop-
erty can be examined by computing the norm of the Jacobian associated
with the solver updating rule. Without loss of generality, the gyration
motion of a particle moving inside a uniform magnetic field defined by
B “ p0, 0, Bq is here considered as an example. The gyration motion is
expressed by introducing the rotation matrix R, that updates the velocity
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Figure 6.1 Schematic diagram for the Lorentz-force part of the Boris
solver.

vector u to u1:

u1 “ Ru “

¨

˝

cos θ sin θ 0
´ sin θ cos θ 0

0 0 1

˛

‚

¨

˝

ux
uy
uz

˛

‚

where θ is defined in equation (6.5). The derivative of θ with respect to
a generic velocity component uα is

Bθ

Buα
“
qB∆t
m

B

Buα

ˆ

1
1` pu{cq2

˙
1
2

“ ´
θ

pγcq2
uα :“ ´Θuα.

Now, we can evaluate the Jacobian matrix for uÑ u1

Ju1puq “

¨

˝

cos θ ´Θf1ux sin θ ´Θf1uy ´Θf1uz
´ sin θ ´Θf2ux cos θ ´Θf2uy ´Θf2uz

0 0 1

˛

‚ (6.6)

where
#

f1 “ ´ux sin θ ` uy cos θ
f2 “ ´ux cos θ ´ uy sin θ

(6.7)

By calculating the norm of the determinant from the Jacobian matrix
defined in equation (6.6) and using equation (6.7) it is possible to prove
that the Boris solver is a volume preserving algorithm as

| detpJu1puqq| “ cos2 θ ` sin2 θ “ 1.
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6.1.3 Particle counting

The aim of this work is to study the GCR fluence profile produced by a
given magnetic field configuration. The GCR propagation through the
MC implies to generate an isotropic incident particle flux. Since the
simulation space is a rectangular prism, particles enter through its side
faces of area A, therefore the geometrical factor of each face is Aπ. As
mentioned in Section 2.1, the differential incident GCR flux is expressed
by

J pinqpEq “
1
πA

dN

dt dE
(6.8)

where dN is the number of particles with energy dE crossing the surface
A in the time dt. The time integral of equation (6.8) gives the incident
particle differential fluence

F pinq “

ż 8

0
dt J pinqpEq “

1
πA

dN

dE
. (6.9)

The particle distribution function fpx,pq, defined as the number of par-
ticles in the position x with momentum p in the phase-space volume
element d3x d3p, can be expressed in terms of the differential flux

fpx,pq “
dN

p2 d3x dΩ dp
“

v dN

p2 d3x dΩ dE
“
JpEq

p2 .

For an incident particle isotropic distribution the differential flux is

JpEq “
v

4π
dN

d3xdE
(6.10)

The omnidirectional particle differential fluence in the volume element
d3x as a function of energy is given by the time integral of equation
(6.10)

F pEq “

ż 8

0
dt JpEq “

ż 8

0
dt

v

4π
dN

d3x dE
. (6.11)

Starting from these definitions is possible to write down all the discrete
quantities that are implemented in the TP simulation to compute the
final fluence variation profile. If NE particles with unit weight and ener-
gies E P rE,E `∆Es are injected into the simulation space through the
surface A “ 2pxmax ´ xminqLz ` 2pymax ´ yminqLz, where Lz is the length
of the box in z direction, the total omnidirectional differential fluence at



Monte Carlo simulation of the August 2, 2016 Forbush decrease 85

the boundaries defined in equation (6.9) can be written as

F pinq “
NE

πA∆E . (6.12)

Regarding the volume differential fluence computed in each cell, equation
(6.11) can be written as

FijpEq “

řNij,E

k“1 nij,kvk∆t
4π∆x∆yLz∆E

(6.13)

where nij,k is the number of points along the k-th particle trajectory with
integration time step ∆t multiplied by its own velocity vk. Nij,E is the
number of particles crossing the cell px, yq P rxi, xi `∆xs ˆ ryj, yj `∆ys
with energy E P rE,E ` ∆Es. In order to compute correctly the total
number of particle-trajectory points inside each cell, the time step must
satisfy the condition ∆t ă minp∆x,∆yq{v, that prevents particles from
skipping the cell without being counted. In order to set the same time
step for all particles, in the following we use this condition replacing
v with the speed of light c, thus ∆t ă minp∆x,∆yq{c. Finally, the
proper differential fluence variation in the ij-th cell in percentage of the
incident fluence is obtained by combining the equations (6.12) and (6.13)
as follows

∆FijpEq “
FijpEq ´ F

pinqpEq

F pinqpEq
“

řNij,E

k“1 nij,kvkpxmax ´ xmin ` ymax ´ yminq∆t
2NE∆x∆y .´ 1 (6.14)

In order to compute the energy-averaged value of ∆FijpEq is necessary
to take into account the contribution of all particle energies

∆Fij “
Fij ´ F

pinq

F pinq
“

řNij

k“1 nij,kvkpxmax ´ xmin ` ymax ´ yminq∆t
2N∆x∆y ´ 1 (6.15)

where Nij is the total number of particles passing through the ij-th cell
and N is the total number of simulated particles.
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6.2 Scheme of the program
The main steps of the Monte Carlo simulation are summarized in this
section:

1) the magnetic field map from the GS reconstruction program is im-
ported;

2) the number of cells nˆ n in which the simulation space is divided
is defined as

n “ tpxmax ´ xminq{VHT ¨ x
1
{tsampleu, (6.16)

where x1 is the direction along which a S/C crosses the MC and
tsample is a sampling time in seconds;

3) cell dimensions ∆x, ∆y and time step ∆t “ 0.05 ˆ minp∆x,∆yq
c

are
initialized;

4) individual particles are injected at position px0, y0, 0q where the
x0 or the y0 coordinate is selected on one of the rectangular box
boundaries, with velocity pvx0, vy0, vz0q correctly weighted with the
Lambert factor;

5) in order to integrate particle trajectories the relativistic Boris solver
is used. The stopping condition for a particle trajectory after
m iterations is given by xpm∆tq ă xmin or xpm∆tq ą xmax or
ypm∆tq ă ymin or ypm∆tq ą ymax;

6) the set of particle trajectories is stored in a dedicated database;

7) the particle counting procedure defined by (6.15) for each cell and
for all energies is carried out and results are stored in a matrix ∆F ;

8) steps 4) and 5) are iterated for the total number of particles N and
the fluence variation matrix ∆F is stored.

The procedure is repeated M times.

6.3 The August 2, 2016 Forbush decrease
As mentioned above, three FDs were observed on board LPF. The FD
dated August 2, 2016 is presented here as a case study. The evolution
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of the event is determined by the passage of an ICME. For this event it
was possible to recognize the MC signature from IMF and plasma in situ
observations and the GS reconstruction was applied (Chapter 5). In this
section, the Monte Carlo simulation results for this event are presented.

The August 2, 2016 FD observed on board LPF (see Figure 6.2) is
the result of the modulation due to two different magnetic regions within
the ICME. The first, observed on August 2, 2016 from 14:00 UT through
20:10 UT, consists of an enhanced IMF fluctuating around constant value.
The effect on GCRs is a sharp flux decrease of 6.4 ˘ 1% constituting
the first step of the FD. The second magnetic region presents a smooth
rotation in the IMF components lasting about seven hours, from August
2, 2016 at 20:10 UT through August 3, 2016 at about 3:00 UT, ascribable
to the transit of the MC studied in Chapter 5. Correspondingly, the GCR
flux shows a second decrease of amplitude 2.6 ˘ 1%. Although the FD
commencement appears correlated with the passage of the enhanced IMF
region, we focused on the variation associated with the MC passage as
its magnetic configuration can be reconstructed on a large scale. The
frame of reference of the simulation space is defined according to the GS
reconstruction frame, moving with the MC at a constant HT velocity
towards the Earth. Particles involved in the simulation are only protons,
given that they represent roughly the 90% of the particle composition
of GCRs in the inner heliosphere. Particle energies are sampled from
the differential proton flux estimated at the beginning of the August
2, 2016 MC passage. The parameterization of the energy spectrum is
carried out using the function appearing in equation (3.5) in the energy
interval 70 MeV-100 GeV. The coefficients are set at A “ 18000, b “ 1.25,
α “ 3.66 and β “ 0.869 as shown in Figure 6.3, on the basis of the AMS-
02 experiment observations averaged over the BR 2496 (Aguilar et al.,
2018). This choice is made since the dip of the FD was observed when
the GCR proton flux assumed the average value observed during the BR,
as it can be noticed in Figure 6.2, where dashed lines indicate the MC
passage.

The August 2, 2016 MC has a dimension of VHT∆t „ 0.07 AU where
VHT “ 414.6 km s´1 and ∆t „ 7 hr. For sake of comparison, in Table 6.1
are reported the Larmor radii of protons for typical GCR particle energies
and magnetic field values observed at the passage of the MC. In this case,
high-energy-particle Larmor radii are of the same order of the MC size
and thus the guiding center approximation would be inadequate since
we consider the whole proton spectrum in the energy range 70 MeV-
100 GeV. The integration of the motion equation for an isotropic flux
entering the MC, leads to a variety of trajectories. A selected sample of
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Figure 6.2 Same as Figure 4.3 for the BR 2496 (July 17-August 13, 2016).
The MC transit is marked by vertical dashed lines.

trajectories covered by particles of different energies is displayed in Figure
6.4 („ 100 MeV top left, „ 1 GeV top right, „10 GeV bottom left and
ą 50 GeV bottom right). From the top-left panel of this figure, it can be
observed that even particles with lowest energies (i.e. smallest Larmor
radii) can reach the core region of the MC and can pass through it, or
alternatively they can undergo mirroring due to the increasing magnetic
field. On the other hand, if a low energy particle starts to follow an
external magnetic field line, it would not be able to reach the inner MC
region. In general lower energy particles can reach or not the inner region
of the MC depending on the local structure of the magnetic field (gradient
and curvature) and the velocity component perpendicular to the field
lines. This process is at the origin of the particle drift velocity, causing
the intensity decrease observed in the inner region of the MC. Indeed,
the highest energetic particles (bottom-left and bottom-right panels in
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Table 6.1. Larmor radii of protons for typical values of the GCR
energy and of the magnetic field within the MC dated August 2, 2016.

E (GeV) B (nT) rL (AU) E (GeV) B (nT) rL (AU)

0.1 5 0.002 10 5 0.049
15 6.59ˆ10´4 15 0.016
25 3.95ˆ10´4 25 0.010

1 5 0.0075 100 5 0.45
15 0.0025 15 0.15
25 0.0015 25 0.09

Figure 6.4) have Larmor radii that are comparable with respect to the
size of the structure and can easily pass through the MC core.

In order to perform a comparison between Monte Carlo simulation
outcomes and LPF observations, the simulation space is divided in a
7 ˆ 7 grid, according to equation (6.16) with tsample “ 3600 s “ 1 hr, in
order to reconcile the simulated fluence with the time data binning used
for LPF data. The resulting cell dimensions are: ∆x “ 0.0077 AU and
∆y “ 0.0071 AU. By using the trajectories obtained from the particle
propagation, the fluence ∆Fij defined in equation (6.15) is calculated in
each cell and the result is shown in Figure 6.5 (left panel).

Since the fluence is computed on the basis of the simulated parti-
cle trajectories, its calculation is not statistically independent, especially
when carried out on close cells. For instance, the motion of the same
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Figure 6.3 Energy spectrum used in the TP simulation. The red solid
line is the JpEq parametric function defined in equation 3.5.
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Figure 6.4 Example of TP trajectories across the MC. Trajectories are
projected on the x1y1 plane for four different energy intervals: „ 100
MeV (top-left), „ 1 GeV (top-right), „ 10 GeV (bottom-left) and ě 50
GeV (bottom-right). The dashed lines are the level curves of the vector
potential Apx1, y1q.
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Figure 6.5 Left: fluence variation matrix for the August 2, 2016 MC.
The dashed lines are the level curves of the vector potential Apx1, y1q.
The straight black line represents the LPF S/C path through the MC at
y1 “ ´4.4 ˆ 10´3 AU. The straight red line represents the Earth path
through the MC at y1 “ ´1.4ˆ10´3 AU. Right: comparison between the
LPF observations and the fluence variation profile from the TP simula-
tions. The statistical error of LPF observations is 1% and those of TP
simulation are evaluated according to the equation (6.17).

trapped particle can increase the counts of subsequent cells passing from
one to the other several times. Hence, counts on different cells are often
based on the same trajectory and the count is not statistically indepen-
dent along with the grid. In order to deal with independent fluence
samples, M independent executions of the program with different initial
seeds of the Monte Carlo simulation were carried out to evaluate the av-
erage fluence variation in each cell. The fluence standard error on each
cell was calculated as follows:

SEij “
σij
?
M

(6.17)

where σij indicates the standard deviation on the M different fluence
values in the cell ij. The fluence computed over each cell is displayed
in Figure 6.5 (left panel). The highest fluence values are reached at the
MC boundaries where open field lines are present. On the other hand,
the fluence reach its minimum at the center of the MC (x1 “ 0.035 AU,
y1 “ 0.013 AU) where a variation of about 4% is observed. The LPF
path across the MC is indicated in the left panel of Figure 6.5 by the
black solid line. In the same figure it is reported the Earth path through
the MC located at y1 “ ´1.4 ˆ 10´3 AU and indicated by the red solid
line. The space bins explored by LPF and the Earth during the MC
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crossing are the same. The GCR fluence variation profile generated by
the August 2, 2016 MC along the LPF path is shown in Figure 6.5 (right
panel) in comparison with GCR observations gathered with the PD on
board LPF. An excellent agreement between model and measurements
is observed within error bars. The observed FD amplitude at the MC
passage is 2.6˘ 1% and the TP simulation returns an amplitude of 3%.

Since particle energies are known, it is possible to study the energy
dependence of the simulated MC-driven FD using the definition of fluence
appearing in equation (6.14). By defining the initial omnidirectional
differential fluence FipEq and the differential fluence in the cell associated
with the dip of the FD along the LPF path FdpEq, we evaluate the
variation

∆FidpEq “
FipEq ´ FdpEq

FipEq
. (6.18)

The fluence variation produced by the MC for different energies is re-
ported in Figure 6.6. As expected, for increasing energies the modulation
effect due to the MC passage decreases. Particles in the energy interval
3-10 GeV present a fluence variation below 1% and those with energies
ą 10 GeV do not show significant variations, thus the modulation due
to the MC transit results to be uneffective at these energies. In order to
compare the simulation results with ground-based observations, we con-
sider the hourly pressure corrected count rates of several NMs (see Table

Figure 6.6 Simulated differential fluence variation of GCRs at the dip of
the FD with respect to the incident fluence for different energy intervals.
Percentage variations are computed as indicated in equation (6.18).
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Table 6.2. Geographic coordinates, altitude and vertical cutoff
rigidities of five NM stations. The total FD amplitude and the decrease
amplitude associated with the MC are reported for the 2016 August 2

event.

Station Geographic Altitude Vertical FD MC
coordinates cutoff ampl. decrease

(m) rigidity (GV) (%) ampl. (%)

DOMC 75.06° S, 123.2° E 3233 ă 0.01 4 2
South Pole 90.0° S, N/A 2820 0.1 3.6 1.5
Newark 39.7° N, 75.8° W 50 2.4 2.1 ă 1
Rome 41.9° N, 12.5° E s.l. 6.27 1.4 ă 1
Mexico City 19.3° N, 260.8° E 2274 8.2 1.1 ă 1

6.2) obtained from the neutron monitor database1. They have been nor-
malized with respect to the average value over the pre-decrease period
from 07:00 UTC to 11:00 UTC on August 2, 2016. Data are shown in
Figure 6.7. The FD was observed with few percents amplitudes by the
DOMC, South Pole and Newark NMs, having low cutoff rigidity (energy)
of 0.01 GV (53 keV), 0.1 GV (5 MeV) and 2.4 GV (1.6 GeV), respectively.
On the other hand, no significant decrease was recorded by higher cutoff
rigidity (energy) NMs, such as Rome, 6.27 GV (5.4 GeV) and Mexico
City, 8.2 GV (7.3 GeV). The effect ascribable to the MC passage is a
decrease of 2% at DOMC and 1.5% at South Pole, that are slightly lower
than expected from the simulation at comparable energies. Indeed, de-
spite their low cutoff rigidity, the lower energy that can be recorded by
these stations at ground is the 500 MeV associated with the atmospheric
cutoff. More equatorial stations such as Rome and Mexico City show a
decrease ă 1% as expected from the simulation. However, ground-based
observations are affected by Earth rotation and geomagnetic effects in
addition to the NM viewing directions that are not included in this anal-
ysis.

The numerical model proposed in this thesis allows to properly repro-
duce the time profile and the amplitude of the MC-driven part of a FD.
Low energy particle observations carried out with the PD on board LPF
are more affected being the decrease larger than those from ground-based

1www.nmdb.eu

www.nmdb.eu
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Figure 6.7 GCR intensity variations gathered by five NM stations for
the 2016 August 2 event. The vertical solid line is the start time of the
ICME transit in L1 and the vertical dotted lines are the MC boundaries.
The horizontal solid line along zero represents the average pre-decrease
count-rate level taken as a reference value to compute FD amplitudes
(horizontal dashed lines).
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observations. From the physical point of view, GCR FDs are usually in-
terpreted in the framework of particle transport. As a matter of fact,
the observation of a FD is due to a lower GCR density inside the MC, to
which the particle excess is limited by its magnetic configuration. A cos-
mic ray from the MC edge can move into the magnetic structure changing
its guiding center in response to magnetic field gradient and curvature
and then drift away further inside crossing the field lines to head towards
the inner MC region or drift outside following external field lines. The
diffusion of particles perpendicularly to the mean magnetic field includes
two processes: 1) field line crossings due to scattering or drift and 2)
random walk along field lines (Jokipii, 1987; Kong et al., 2019). In the
method proposed in this thesis the only term contributing to the particle
propagation inside the closed MC structure are gradient and curvature
drifts. Our result suggests that for the analyzed MC a fraction of low-
energy particles do leak into the MC (see Figure 6.6), remaining trapped
and/or pushed out by external closed field lines. Moreover, the low vari-
ance of the magnetic field inside the cloud, i.e. small magnetic fluctua-
tions, does not favor a large-scale cross-field transport through diffusion
process or random walk. Hence, we suggest that gradient and curva-
ture drifts are mainly responsible for GCR FDs originated by large-scale
closed MC structure.



Conclusions

A PD on board the ESA mission LPF allowed for the detection of GCR
ą 70 MeV n´1 during the descending phase of the solar cycle N. 24.
The first part of the thesis focuses on the study of the GCR short-term
flux variations observed with the PD on board LPF during the mission
elapsed time. It is found that the average duration of the GCR flux de-
pressions is 9.2˘ 5.0 day. Decrease, plateau, and recovery periods last in
average 2.8˘ 2.0 day, 1.3˘ 1.2 day, and 5.1˘ 3.8 day respectively, while
the average depression intensity is of 5.1˘ 2.5%. Many of the identified
depressions in the GCR flux, thirty-eight out of forty-five, are defined
as recurrent variations and are associated with the interaction between
GCRs and high-speed streams from coronal holes and/or CIRs. Coronal
holes are corotating, long-living and quasi-stationary plasma structures
in the atmosphere of the Sun where high-speed solar-wind streams are
originated. The structure of an high-speed stream is generally character-
ized by a distinctive temporal behavior in the interplanetary parameters
and when it interact with GCRs the isotropic particle intensity is de-
pressed. The recurrence of the GCR flux depressions is obtained by
analyzing the quasi-periodicities in the GCR count rate. In order to in-
vestigate the time-frequency modulation present in the GCR dataset the
data analysis is carried out through the HHT. The first step of the HHT
is to extract the signal components, which form a complete and nearly
orthogonal basis for the original dataset, through the EMD. These com-
ponents are called intrinsic mode functions and are characterized by a
time dependence in both amplitude and frequency. For the LPF dataset
ten intrinsic mode functions and a residue are found. From a statistical
analysis, intrinsic mode functions 4-10 are significant with respect to the
Gaussian white noise and more than 90% of the signal energy budget is
contained in the modes 6-10. Intrinsic mode functions 6-8 have mean
periods of 7.0 ˘ 2.8, 13.2 ˘ 2.8 and 27.9 ˘ 3.6 day, respectively, and ap-
pear to be associated with the 27-day solar-rotation period and higher
harmonics. The residue of the EMD represents the increasing long-term
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data trend observed during the LPF mission elapsed time that is anti-
correlated with the decreasing solar activity, because of the reduced effect
of the interplanetary disturbances acting as barriers on GCRs.

In order to better understand the relation of the quasi-periodicities
with the interplanetary physical drivers, the HSA has been performed.
It returns the time-frequency diagram where the frequency modulation
as a function of time can be evaluated. The high energy part of the
spectrum during BRs 2495-2498 is found to correspond to the 27 day
periodicity, which is found to be linked to the passage of one CHSS or
CIR corotating with the Sun during each BR. During BRs 2499-2502
a high energy is observed also along the 1/13.5 day´1 frequency line,
consistent with the number of CHSSs or CIRs observed during this period
of time, i.e. two disturbances for each BR. Thus, in this contest the
HHT represents a powerful technique allowing for the investigation of
instantaneous amplitudes and frequencies of the GCR modulation and
to get a deeper insight into the physics of the interaction between GCRs
and solar wind disturbances. A forthcoming application of the HHT to
solar wind parameters and IMF is planned in order to investigate the
characteristics of their interaction with GCRs at different time-scales.

A number of twenty-nine GCR variations associated with transient
solar-wind disturbances are observed in the LPF data and their associ-
ation with interplanetary processes is provided. In particular, transient
GCR flux variations observed on board LPF were divided in two classes:
the first included flux variations with duration ă 2 day and intensities
ą 2%.

Out of twenty-three transient variation of this first class, seventeen
resulted to be depressions and six peaks. The majority of depressions are
associated with HCS crossings while the peaks are observed at plasma
compression regions between closely spaced CHSSs when MBs are present,
suggesting that low energy cosmic rays („ 70 MeV n´1) are confined
through particle trapping and/or reflection.

The second class of transient GCR flux variation is represented by
FDs associated with ICMEs. ICMEs are the interplanetary counterparts
of eruptive phenomena in the solar corona characterized by the ejection
of billions of tons of plasma material carrying an embedded magnetic
field generally stronger than the background solar wind IMF. ICMEs
are generally preceded by a region of compressed plasma with turbu-
lent magnetic fields called sheath. Fast ICMEs are also accompanied
by interplanetary shocks. The ICME is a plasma structure magnetically
connected to the Sun, characterized by low values of temperature and
plasma-beta. When the magnetic field presents a smooth rotation, the
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inner part of the ICME has a well-known topology and it is called MC.
The overall effect on GCR particles of the enhanced magnetic field and
the closed configuration of the field lines is a depression in the GCR in-
tensity. A “classical” FD, measured when both the shock/sheath region
and the MC region cross the observer, shows a two-step profile. The first
step consists of a sudden GCR intensity decrease associated with the
interplanetary shock and the subsequent turbulent sheath region, while
the second step is ascribed to the MC passage. Although the associa-
tion of FDs with ICME passage in L1 is known, the underlying physical
mechanisms need to be better understood. Hence, we have studied the
GCR flux energy-dependent response to the passage of these structures
by comparing observations above 70 MeV n´1 gathered with LPF and
NM data observed at different geographic latitudes.

Three FDs were observed on LPF with commencements observed on
July 20, 2016, August 2, 2016 and May 27, 2017. The LPF proton-
dominated integral flux maximum decreases above 70 MeV n´1 are ob-
served to vary from about 5% to 9% for the three events. NM count-rate
variations at higher energies range between 1% and 3% for these three
events. In particular, The August 2, 2016 FD amplitude in the LPF
hourly count rates at energies ą 70 MeV n´1 was found to be of 9% with
respect to a pre-decrease reference value. A 6.4 ˘ 1% variation was ob-
served in concomitance with the passage of the enhanced magnetic field
region of the ICME, whereas an additional 2.6˘1% was observed during
the following MC transit. NMs recorded lower FD amplitudes of the or-
der of few percents (from 4% at DOMC NM to about 1% at Rome and
Mexico City NMs because of the higher cut-off rigidities of the latter),
part of which can be attributed to the effect of the MC only for DOMC
and South Pole NMs for an amount of 2% and 1.5 %, respectively. In
order to investigate the effect of the interplanetary perturbations in mod-
ulating the GCR flux, a new approach has been developed. The method
proposed in this thesis combines:

1. space- and ground-based GCR observations;

2. the magnetic field large-scale configuration reconstructed from in
situ solar wind and IMF data of the MC observed at L1 from August
2, 2016 at 20:10 UT through August 3, 2016 at 03:00 UT;

3. the realization of a suited TP simulation over the obtained MC
configuration to reproduce the August 2, 2016 FD.

To my knowledge, this work represents the first attempt to merge two
numerical techniques: the GS reconstruction of a large-scale MC and
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a Monte Carlo simulation aimed to investigate the resulting GCR flux
modulation.

The GS reconstruction is an advanced data analysis technique that
allows for retrieving a realistic MC topology from single S/C data. From
the MHD theory, when the force balance between the pressure gradient
and the magnetic force holds, the GS equation is valid and can be applied
in order to estimate the MC configuration numerically. The August 2,
2016 MC is reconstructed by using Wind S/C 1-minute resolution data.
The dimension of the reconstructed MC is approximately of 0.07 AU.
The core of the structure is found to be around the point of coordinates
x1 “ 0.035 AU and y1 “ 0.013 AU with respect to the reconstruction
plane, where the axial magnetic field reaches its maximum, Bz “ 25.3
nT. The z-axis orientation with respect to the GSE is of θ “ 17.3˘ 1.7°
and φ “ 53.9˘ 2.9°, where θ and φ are the latitude and longitude angles
respectively.

The GS reconstruction plane and the direction along the invariant z-
axis define the rectangular-prism geometry of the simulation space where
the particle propagation is then performed. The initial proton energy
spectrum adopted in the simulation is obtained with a parameterization
extended to 70 MeV n´1 of the AMS-02 observations averaged during the
BR 2496 (July 17, 2016-August 13, 2016). The Monte Carlo simulation is
then performed in the TP approximation by integrating all the particle-
motion equations in order to obtain the a complete set of full-trajectories.
Then, the particle fluence variation at the MC passage is calculated along
the LPF S/C path, found to lie along the y “ ´4.4ˆ10´3 AU line on the
reconstruction plane. The amplitude of the simulated FD is found to be
3%, fully consistent with the 2.6 ˘ 1% observed with LPF and the time
profile returned by the simulation shows an excellent agreement with the
LPF data trend within error bars. A study of the energy dependence
of the GCR flux response to the MC passage reveals that the modula-
tion due to the MC decreases at higher energies as confirmed by NM
observations.

From the physical point of view, GCR FDs are usually interpreted
in the framework of particle transport through the magnetic field and
the presence of a FD is ascribed to the lower GCR density in the inner
region of the MC. The study of the effect of ICME and MC passage
on GCR flux is extensively carried out in the literature with theoret-
ical and numerical models. The approach suggested here represents a
step-forward with respect to analytical flux-rope models, especially be-
cause the GS reconstruction relies on a data-based algorithm and there-
fore, takes into account all the local features of the measured IMF. It
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is worthwhile to point out that our results (amplitude and time profile
of the August 2, 2016 FD) are obtained by integrating the TP motion
through the static MC configuration without including any other physical
process (e.g. random-walk-like diffusion and/or MC expansion). Indeed,
the small magnetic field fluctuations observed in this MC do not favor
the cross-field transport through random-walk-like diffusion with respect
to particle drifts. The excellent agreement between simulation results
and observations suggests that the closed configuration of MCs limits
the GCR access, depending on their energy, causing gradient and curva-
ture drifts that can either trap or push out low-energy particles. Thus,
this represents the main physical process involved in the generation of
the considered FD by a large-scale MC. A deeper investigation by using
the method proposed in this thesis is still ongoing in order to study how
ICMEs having different properties (e.g. velocity of propagation, size, MC
configuration, etc.) affect the heliospheric propagation of GCRs.
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