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A BREZIS-NIRENBERG SPLITTING APPROACH FOR

NONLOCAL FRACTIONAL EQUATIONS

GIOVANNI MOLICA BISCI AND RAFFAELLA SERVADEI

Abstract. In this paper we consider problems modeled by the following nonlocal frac-
tional equation {

(−∆)su+ a(x)u = µf(u) in Ω
u = 0 in Rn \ Ω ,

where s ∈ (0, 1) is fixed, Ω is an open bounded subset of Rn, n > 2s , with Lipschitz
boundary, (−∆)s is the fractional Laplace operator and µ is a real parameter.

Under two different types of conditions on the functions a and f , by using a famous
critical point theorem in the presence of splitting established by Brezis and Nirenberg, we
obtain the existence of at least two nontrivial weak solutions for our problem.
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1. Introduction

1.1. Setting of the problem. In the last years an always increasing interest has been
shown towards nonlocal fractional problems, both for their intriguing structure, which mo-
tivates academic research, and for their presence in many models coming from real-word
applications.

In this paper we are interested in nonlocal problems depending on parameters. This kind
of equations models a wide class of problems arising in applications and, of course, in these
cases the parameters have a physical interpretation. The interest in considering problems
with parameters is, at least, twofold: on one hand, finding solutions, and, on the other
hand, studying how these solutions depend on the parameters.

Key words and phrases. Fractional Laplacian, nonlocal problems, variational methods, critical point
theory, integrodifferential operators.
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Precisely, here we study the following nonlocal equation

(1.1)

{
−LKu+ a(x)u = µf(u) in Ω
u = 0 in Rn \ Ω ,

where s ∈ (0, 1), Ω is an open bounded subset of Rn, n > 2s, with smooth boundary, µ is a
real parameter, a : Ω→ R and f : R→ R are two functions verifying the conditions stated
in the sequel and LK is the integrodifferential operator defined as follows

(1.2) LKu(x) :=

∫
Rn

(
u(x+ y) + u(x− y)− 2u(x)

)
K(y) dy , x ∈ Rn ,

with the kernel K : Rn \ {0} → (0,+∞) such that

(1.3) mK ∈ L1(Rn), where m(x) = min{|x|2, 1} ;

(1.4) there exists θ > 0 such that K(x) > θ|x|−(n+2s) for any x ∈ Rn \ {0} .
A model for K is given by the singular kernel K(x) = |x|−(n+2s) which gives rise to the

fractional Laplace operator −(−∆)s, defined, up to normalization factors, as

(1.5) −(−∆)su(x) :=

∫
Rn

u(x+ y) + u(x− y)− 2u(x)

|y|n+2s
dy , x ∈ Rn .

The operator LK has a nonlocal nature: this is the reason why the Dirichlet datum
in (1.1) is given in Rn \Ω and not simply on the boundary ∂Ω, as it happens in the classical
case of Laplacian equations.

Aim of this paper is to get the existence of multiple weak solutions for problem (1.1). By
a weak solution for (1.1), we mean a function u : Rn → R such that

(1.6)



∫
Rn×Rn

(u(x)− u(y))(ϕ(x)− ϕ(y))K(x− y)dx dy +

∫
Ω
a(x)u(x)ϕ(x)dx

= µ

∫
Ω
f(u(x))ϕ(x)dx ∀ϕ ∈ X0

u ∈ X0.

Here and in the sequel we set

X0 :=
{
g ∈ X : g = 0 a.e. in Rn \ Ω

}
,

where the functional space X denotes the linear space of Lebesgue measurable functions
from Rn to R such that the restriction to Ω of any function g in X belongs to L2(Ω) and

the map (x, y) 7→ (g(x)− g(y))
√
K(x− y) is in L2

(
(Rn × Rn) \ (CΩ× CΩ), dxdy

)
,

with CΩ := Rn \ Ω.

1.2. Two multiplicity results. In this paper we prove two multiplicity results for prob-
lem (1.1). Recently, in the literature appeared some results on the existence of multiple
solutions for nonlocal equations, see for instance, [3, 15, 16, 21] and the references therein.

Here we consider different kinds of conditions on the data. First of all, we assume that
the function a : Ω→ R is such that

(1.7) a ∈ L∞(Ω) ;

(1.8) a > 0 a.e. x ∈ Ω ;

while f : R→ R satisfies the following assumptions

(1.9) f ∈ C1(R) with f(0) = f ′(0) = 0 ;

(1.10) −∞ < lim inf
|t|→+∞

f(t)

t
6 lim sup
|t|→+∞

f(t)

t
< 0 ;

(1.11) there exists t̄ ∈ R such that F (t̄) > 0 ,
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where

(1.12) F (t) =

∫ t

0
f(τ) dτ , t ∈ R .

A model for f is given by the function

f(t) =

{
t2 − t3 if t > 0

0 if t < 0,

or, more generally, by

f(t) =

{
tα − tβ if t > 0

0 if t < 0,

with 1 < α < β .
Since f(0) = 0 by assumption, of course u ≡ 0 is a solution of problem (1.1). In the

following result we show that problem (1.1) admits, at least, two nontrivial solutions:

Theorem 1. Let s ∈ (0, 1), n > 2s, Ω be an open bounded subset of Rn with continuous
boundary. Let K : Rn \ {0} → (0,+∞) be a function satisfying (1.3) and (1.4) and let a be
a function satisfying (1.7) and (1.8), and f verifying (1.9)–(1.11).

Then, problem (1.1) admits at least two nontrivial weak solutions, provided µ > 0 is large
enough.

If we consider the model case when −LK = (−∆)s, in the limit case when s = 1 we get
the Laplace operator −∆. Hence, the classical counterpart of problem (1.1) is given by

(1.13)

{
−∆u+ a(x)u = µf(u) in Ω
u = 0 in Rn \ Ω .

Problem (1.13) was firstly studied in [6] (see also [11, Theorem 6]), where the authors got
the analogous of Theorem 1 for (1.13), thanks to a critical point theorem in the presence of
splitting proved along the same paper. Adapting, in a suitable way, this type of arguments
to the nonlocal setting, here we prove Theorem 1.

Under the assumptions of Theorem 1 the function a is bounded and non-negative. A
natural question is whether or not the result stated in Theorem 1 holds true removing the
sign condition on a. A partial answer will be given in the next theorem, where we assume
that a is constant and negative in Ω and a multiplicity result for the following problem

(1.14)

{
−LKu− γu = f(u) in Ω
u = 0 in Rn \ Ω ,

is provided. Before stating this theorem, we need to consider the eigenvalue problem related
to the operator −LK , that is the following problem

(1.15)

{
−LKu = λu in Ω
u = 0 in Rn \ Ω .

There exists a non-decreasing sequence of positive eigenvalues λk for (1.15), as proved in
[26, Proposition 9 and Appendix A], where a spectral theory for general integrodifferential
nonlocal operators was developed (see also [22, 28, 29] for further properties of the spectrum
of −LK and of its eigenfunctions).

Now, we can introduce the assumptions on γ and f , given by:

(1.16) 0 < γ < λ1 ,

where λ1 is the first eigenvalue of −LK with homogeneous Dirichlet boundary data, while
f : R→ R is a function such that

(1.17) f ∈ C(R) ;

(1.18) −∞ < lim inf
|t|→∞

f(t)

t
6 lim sup
|t|→∞

f(t)

t
< λ1 − γ ;
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(1.19)

there exist an integer k > 1 and a constant δ > 0 such that

f(t)

t
> λk − γ for any 0 < |t| < δ and lim sup

t→0

f(t)

t
< λk+1 − γ.

Conditions (1.18) and (1.19) are, somehow, resonance conditions for the problem. In the
literature different types of resonance assumptions have been considered: see, e.g., [4, 7, 10,
13, 14, 17, 18, 19, 33, 34, 35] and references therein, when dealing with elliptic problems.

In this setting our result can be stated as follows:

Theorem 2. Let s ∈ (0, 1), n > 2s, Ω be an open bounded subset of Rn with continuous
boundary. Let K : Rn \ {0} → (0,+∞) be a function satisfying (1.3) and (1.4), let γ be
such that (1.16) holds true and let f : R→ R be a function verifying (1.17)–(1.19).

Then, problem (1.14) admits at least two nontrivial weak solutions.

As the one of Theorem 1, also the proof of Theorem 2 is based on the critical point
theorem in the presence of splitting due to Brezis and Nirenberg in [6]. In both cases
we find critical points of the Euler-Lagrange functionals associated with problems (1.1) and
(1.14) respectively, showing that their geometric structure and their compactness properties
fit with the requirements of [6, Theorem 4].

As for the geometry, the condition required in [6, Theorem 4] is that the functional
has a local linking at 0 (see Appendix A). Also, in [6] a crucial assumption is that the
functional is bounded from below. More general situations, in the presence of a local
linking, were considered in [11], where also the cases of superquadratic or asymptotically
quadratic functionals are discussed. Some results obtained in [11] were generalized in [20].

The present paper is organized as follows. In Section 2 we recall some basic definitions
and notations useful along this work. Section 3 deals with the multiplicity results for
problem (1.1) in the case when a > 0, while Section 4 is devoted to the case when a is
constant and negative. Finally, in Appendix A we recall the abstract critical point theorem
we use along this paper in order to get our multiplicity results.

2. Basic definitions and notations

This section is devoted to the notations used along the paper. First of all, we briefly
recall some basic definitions related to the functional space X0. The reader familiar with
this topic may skip this section and go directly to the next one.

The space X0 is endowed with the norm

(2.1) X0 3 v 7→ ‖v‖X0 :=

(∫
Rn×Rn

|v(x)− v(y)|2K(x− y) dx dy

)1/2

.

Also (X0, ‖ · ‖X0) is a Hilbert space (for this see [25, Lemma 7]), with scalar product

(2.2) 〈u, v〉X0 :=

∫
Rn×Rn

(
u(x)− u(y)

)(
v(x)− v(y)

)
K(x− y) dx dy .

We would remark that the definition of the space X0 is inspired, but not equivalent, to
the one of the fractional Sobolev spaces. Indeed, the usual fractional Sobolev space Hs(Ω)
is endowed with the so-called Gagliardo norm (see, for instance [1, 8]) given by

(2.3) ‖g‖Hs(Ω) := ‖g‖L2(Ω) +
(∫

Ω×Ω

|g(x)− g(y)|2

|x− y|n+2s
dx dy

)1/2
.

It is easy to see that, even in the model case in which K(x) = |x|−(n+2s), the norms in
(2.1) and (2.3) are not the same: this makes the space X0 not equivalent to the usual
fractional Sobolev spaces and the classical fractional Sobolev space approach not sufficient
for studying our problem from a variational point of view.

For further details on the fractional Sobolev spaces we refer to [8] and to the references
therein, while for other details on X and X0 we refer to [24], where these functional spaces
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were introduced, and also to [25, 26, 27], where various properties of these spaces were
proved.

With respect to the eigenvalue problem (1.15), we recall that it possesses a divergent
sequence of eigenvalues

0 < λ1 < λ2 6 . . . 6 λk 6 λk+1 6 . . .

In the sequel, we will denote by ek the eigenfunction related to the eigenvalue λk, k ∈ N .
From [26, Proposition 9], we know that we can choose

{
ek
}
k

normalized in such a way that

this sequence provides an orthonormal basis in L2(Ω) and an orthogonal basis in X0 , so
that for any k, i ∈ N with k 6= i

(2.4) 〈ek, ei〉X0 = 0 =

∫
Ω
ek(x)ei(x) dx

and

(2.5) ‖ek‖2X0
= λk‖ek‖2L2(Ω) = λk .

For a complete study of the spectrum of the integrodifferential operator −LK we refer to
[22, Proposition 2.3], [26, Proposition 9 and Appendix A] and [28, Proposition 4] .

Along this paper we look for solutions of the problem (1.6), which represents the Euler-
Lagrange equation of the functional JK, a : X0 → R defined as

(2.6)

JK, a(u) :=
1

2

∫
Rn×Rn

|u(x)− u(y)|2K(x− y) dx dy +
1

2

∫
Ω
a(x)|u(x)|2 dx

− µ
∫

Ω
F (u(x)) dx ,

where F is the function defined in (1.12). Note that JK, a ∈ C1(X0) thanks to the assump-
tions on a and f and also due to the embedding properties of X0 into the classical Lebesgue
spaces (see [25, Lemmas 6 and 8] and [26, Lemma 9]).

3. A multiplicity result: the case when a(x) > 0

In this section we prove the multiplicity result stated in Theorem 1. The proof of this
result relies on an abstract critical point theorem in the presence of splitting, due to Brezis
and Nirenberg (see [6, Theorem 4]), that we recall in Appendix A for reader’s convenience.

Here we consider the case when the function a satisfies conditions (1.7) and (1.8), while
f verifies (1.9)–(1.11).

3.1. Some preliminary lemmas. First of all, we need some preliminary results.

Lemma 3. Let f : R→ R be a function satisfying conditions (1.9) and (1.11). Then, there
exists ū ∈ X0 such that ∫

Ω
F (ū(x)) dx > 0 .

Proof. Fix a point x0 ∈ Ω and choose τ > 0 in such a way that

B̄(x0, τ) := {x ∈ Rn : |x− x0| 6 τ} ⊆ Ω,

where | · | denotes the usual Euclidean norm in Rn. Furthermore, let t̄ ∈ R be as in
condition (1.11) and fix σ0 ∈ (0, 1) for which

(3.1) F (t̄)σn0 − (1− σn0 ) max
|t|6|t̄|

|F (t)| > 0.

Note that this choice is admissible thanks to assumption (1.11).
Let ū ∈ C1

0 (Ω) ⊂ X0 (see [24, Lemma 5.1]) be such that

ū(x) :=

 0 if x ∈ Rn \B(x0, τ)

t̄ if x ∈ B(x0, σ0τ) ,
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and
|ū(x)| 6 |t̄|

if x ∈ B(x0, τ) \B(x0, σ0τ) .
We claim that

(3.2)

∫
Ω
F (ū(x)) dx >

[
F (t̄)σn0 − (1− σn0 ) max

|t|6|t̄|
|F (t)|

]
ωnτ

n,

where ωn denotes the volume of the unit ball in Rn. At this purpose, first of all, note that

(3.3) |ū(x)| 6 |t̄| in Ω .

Moreover, by the construction of ū, (3.3) and the fact that F (0) = 0, it follows that

(3.4)

∫
B(x0,τ)\B(x0, σ0τ)

F (ū(x)) dx > −
∫
B(x0,τ)\B(x0, σ0τ)

|F (ū(x))| dx

> −max
|t|6|t̄|

|F (t)|
∫
B(x0,τ)\B(x0, σ0τ)

dx

= −max
|t|6|t̄|

|F (t)|(1− σn0 )τnωn

and

(3.5)

∫
Rn\B(x0,τ)

F (ū(x)) dx = 0 .

Consequently, relations (3.4) and (3.5) and again the definition of ū yield

(3.6)

∫
Ω
F (ū(x)) dx =

∫
B(x0, σ0τ)

F (ū(x)) dx+

∫
B(x0,τ)\B(x0, σ0τ)

F (ū(x)) dx

=

∫
B(x0, σ0τ)

F (t̄) dx+

∫
B(x0,τ)\B(x0, σ0τ)

F (ū(x)) dx

> F (t̄)σn0 τ
nωn − max

|t|6|t̄|
|F (t)|(1− σn0 )τnωn

=

[
F (t̄)σn0 − (1− σn0 ) max

|t|6|t̄|
|F (t)|

]
ωnτ

n > 0 ,

thanks to (3.1). Clearly, this ends the proof of Lemma 3. �

Lemma 4. Let f : R → R be a function satisfying conditions (1.9) and (1.10). Then, for
any ε > 0 there exists a positive constant Mε, depending on ε, such that

F (t) 6 ε|t|2 +Mε|t|
and

F (t) 6 ε|t|2 +Mε|t|2
∗

for any t ∈ R , where 2∗ := 2n/(n− 2s) .

Proof. By (1.10) we get that for any ε > 0 there exists tε > 0 such that for any t ∈ R with
|t| > tε

f(t)

t
< 2ε ,

so that

(3.7) f(t) < 2εt for t > tε and f(t) > 2εt for t < −tε .
Also, since f is a continuous function in R, by Weierstrass’s theorem we get that

(3.8) |f(t)| 6Mε for any t ∈ [−tε, tε]
for a suitable positive constant Mε, depending on ε .

Taking into account (1.12), (3.7) and (3.8) and integrating, we get

F (t) 6 ε|t|2 +Mε|t|
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for any t ∈ R .
By (3.7) and taking into account that 2∗ > 2, we also get that for any ε > 0

(3.9) f(t) < 2ε|t|2∗−1 for t > tε and f(t) > −2ε|t|2∗−1 for t < −tε .

As above, by (3.8) and (3.9), we have that

F (t) 6 ε|t|2 +Mε|t|2
∗

for any t ∈ R . This ends the proof of Lemma 4. �

Lemma 5. Let f : R→ R be a function satisfying conditions (1.9) and (1.10). Then, there
exists a positive constant C such that

|f(t)| 6 C(1 + |t|)

for any t ∈ R .

Proof. By (1.10) there exist t̃ > 0, α1 ∈ R and α2 > 0 such that

(3.10) α <
f(t)

t
< α2 for any t ∈ R , |t| > t̃ .

Moreover, by (1.9) we easily get that

(3.11) |f(t)| 6 C̃ for any t ∈ [−t̃, t̃] .

Hence, the assertion of Lemma 5 comes from (3.10) and (3.11). �

3.2. Proof of Theorem 1. The strategy for proving Theorem 1 will be showing that
the functional JK, a satisfies the assumptions of Theorem 8 in Appendix A. Of course,
JK, a ∈ C1(X0), thanks to our hypotheses on K, a and f , and JK, a(0) = 0, since F (0) = 0
by (1.12). Moreover, thanks to Lemma 3, we have that

JK, a(ū) :=
1

2

∫
Rn×Rn

|ū(x)− ū(y)|2K(x− y) dx dy +
1

2

∫
Ω
a(x)|ū(x)|2 dx

− µ
∫

Ω
F (ū(x)) dx < 0 ,

for µ > 0 sufficiently large, so that

inf
u∈X0

JK, a(u) < 0 .

Now, let us prove that

(3.12) inf
u∈X0

JK, a(u) > −∞ .

Indeed, by Lemma 4, (1.8) and the fact that µ > 0, we get that, for any ε > 0 one has

(3.13)

JK, a(u) :=
1

2

∫
Rn×Rn

|u(x)− u(y)|2K(x− y) dx dy +
1

2

∫
Ω
a(x)|u(x)|2 dx

− µ
∫

Ω
F (u(x)) dx

>
1

2

∫
Rn×Rn

|u(x)− u(y)|2K(x− y) dx dy − µ
∫

Ω
F (u(x)) dx

>
1

2
‖u‖2X0

− µε‖u‖2L2(Ω) − µMε‖u‖L1(Ω)

>
1

2
‖u‖2X0

− µε

λ1
‖u‖2X0

− µM̃ε‖u‖X0 ,
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for some positive constant M̃ε (here we used the Sobolev embedding theorem). Suppose
that inf

u∈X0

JK, a(u) = −∞ . Then, by (3.13), we also have

(3.14) inf
u∈X0

(
1

2
‖u‖2X0

− µε

λ1
‖u‖2X0

− µM̃ε‖u‖X0

)
= −∞ .

Now, choose ε > 0 such that

(3.15)
1

2
− µε

λ1
> 0 .

It is easily seen that, with this choice, (3.14) is a contradiction. This proves (3.12).
Finally, note that by (3.13) and (3.15) we also get that

(3.16) JK, a is a coercive functional on X0

and this will be used in the following.
Now, let us show that JK, a satisfies the Palais-Smale condition. For this, let {uj}j be a

sequence in X0 such that

(3.17) {JK, a(uj)}j is bounded in X0

and

(3.18) sup
{
|〈J ′K, a(uj), ϕ〉| : ϕ ∈ X0, ‖ϕ‖X0 = 1

}
→ 0, as j → +∞.

Since JK, a is coercive by (3.16) and (3.17) holds true, it is easy to see that

(3.19) {uj}j is bounded in X0 .

As a consequence of this and of the fact that X0 is a reflexive space (being a Hilbert space,
by [25, Lemma 7]), there exists u∞ ∈ X0 such that, up to a subsequence, {uj}j converges
to u∞ weakly in X0, that is

(3.20)

∫
Rn×Rn

(uj(x)− uj(y))(ϕ(x)− ϕ(y))K(x− y) dx dy →∫
Rn×Rn

(u∞(x)− u∞(y))(ϕ(x)− ϕ(y))K(x− y) dx dy,

for any ϕ ∈ X0, as j → +∞. Moreover, by [25, Lemma 8] and [5, Theorem IV.9], we get
that

(3.21)
uj → u∞ in Lq(Rn) for any q ∈ [1, 2∗)

uj → u∞ a.e. in Rn

as j → +∞.
By (3.18) and the fact that {uj}j is bounded in X0 (see (3.19)) we have that

(3.22)

0←〈J ′K, a(uj), uj − u∞〉 =

∫
Rn×Rn

|uj(x)− uj(y)|2K(x− y) dx dy

−
∫
Rn×Rn

(
uj(x)− uj(y)

)(
u∞(x)− u∞(y)

)
K(x− y) dx dy

−
∫

Ω
a(x)uj(x)(uj(x)− u∞(x))dx

− µ
∫

Ω
f(uj(x))(uj(x)− u∞(x))dx

as j → +∞ . Note that, by (1.7) and (3.21) we have that

(3.23)

∫
Ω
a(x)uj(x)(uj(x)− u∞(x))dx→ 0
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as j → +∞. Moreover, by Lemma 5, (1.9) and again (3.21) and using the Dominated
Convergence Theorem, we have that

(3.24)

∫
Ω
f(uj(x))(uj(x)− u∞(x))dx→ 0

as j → +∞.
All in all, by (3.20) with ϕ = u∞ and (3.22)–(3.24) we deduce that

(3.25)

∫
Rn×Rn

|uj(x)− uj(y)|2K(x− y) dx dy →
∫
Rn×Rn

|u∞(x)− u∞(y)|2K(x− y) dx dy

as j → +∞.
Finally, we have that

‖uj − u∞‖2X0
= ‖uj‖2X0

+ ‖u∞‖2X0

− 2

∫
Rn×Rn

(
uj(x)− uj(y)

)(
u∞(x)− u∞(y)

)
K(x− y) dx dy

→ 2‖u∞‖2X0
− 2‖u∞‖2X0

= 0,

as j → +∞, thanks to (3.20) and (3.25). Hence, uj → u∞ strongly in X0 as j → +∞,
concluding the proof of the Palais-Smale condition.

Finally, we need to analyze the geometry of the functional JK, a. At this purpose, with
the notations of Theorem 8, we put

E1 := X0 \ {0}

and

E2 := {0}.

To show that our functional has a local linking at 0, we just have to show that

(3.26) JK, a(u) > 0 for anyu ∈ X0 \ {0} with ‖u‖X0 6 R

for some positive constant R. For this it is enough to use Lemma 4. Indeed, by this, (1.8)
and the fact that µ > 0, we get that for any ε > 0

(3.27)

JK, a(u) >
1

2
‖u‖2X0

− µ
∫

Ω
F (u(x)) dx

>
1

2
‖u‖2X0

− µε‖u‖2L2(Ω) − µMε‖u‖2
∗

L2∗ (Ω)

>
1

2
‖u‖2X0

− µε

λ1
‖u‖2X0

− µMε

SK
‖u‖2∗X0

=

(
1

2
− µε

λ1

)
‖u‖2X0

− µMε

SK
‖u‖2∗X0

,

where SK is the critical fractional Sobolev constant in the continuous embedding X0 ↪→
L2∗(Ω) (see [25, Lemma 6] and [27, Lemma 9]). Choosing ε > 0 such that 1

2 −
µε
λ1

> 0

(note that this choice is admissible due to the fact that µ > 0) and taking into account that
2 < 2∗, by (3.27) we deduce that

JK, a(u) > 0 ,

provided ‖u‖X0 is small enough, say ‖u‖X0 6 R for a suitable small R > 0 . Hence, (3.26)
is proved.

Since all the assumptions of Theorem 8 are satisfied, provided µ > 0 is sufficiently large,
we get that the functional JK, a has at least two nontrivial critical points and this concludes
the proof of Theorem 1 .
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4. A multiplicity result: the case when a is constant and negative

This section is devoted to the proof of Theorem 2, that is to the proof of a multiplicity
result for problem (1.14). In this setting, we weaken the regularity assumptions on f :
indeed, here we just need f to be a continuous function, and not a C1-function, as in the
previous case. In addition, on f we consider the resonance conditions (1.18) and (1.19).

4.1. Some preliminary results. Also in this case, first of all, we need to prove some
lemmas which will be useful in the sequel.

Lemma 6. Let f : R → R be a function satisfying conditions (1.17) and (1.18). Then,
there exists a constant t̃ > 0 such that

F (t) 6Mt̃+
λ1 − γ − ε

2
|t|2

for any t ∈ R, where M := max
t∈[−t̃,t̃]

|f(t)| .

Proof. By (1.18) there exists t̃ > 0, α ∈ R and ε ∈ (0, λ1 − γ) such that

(4.1) α <
f(t)

t
< λ1 − γ − ε for any t ∈ R , |t| > t̃ .

Moreover, by (1.17) we have

(4.2) |f(t)| 6M for any t ∈ [−t̃, t̃] .

Hence, by (4.1) and (4.2) and integrating, we obtain

F (t) =

∫ t̃

0
f(τ) dτ +

∫ t

t̃

f(τ)

τ
τ dτ

6Mt̃+ (λ1 − γ − ε)
∫ t

t̃
τ dτ

= Mt̃+
λ1 − γ − ε

2
(|t|2 − t̃2)

6Mt̃+
λ1 − γ − ε

2
|t|2 ,

for any t ∈ R, with t > t̃. For t < −t̃ we can argue in the same way. Thus, we get

(4.3) F (t) 6Mt̃+
λ1 − γ − ε

2
|t|2 ,

for any t ∈ R with |t| > t̃. In order to conclude the proof of Lemma 6, it is enough to
observe that

F (t) :=

∫ t

0
f(τ) dτ 6M |t| 6Mt̃,

for any t ∈ [−t̃, t̃]. This inequality and (4.3) give the assertion. �

Lemma 7. Let f : R→ R be a function satisfying conditions (1.17) and (1.18).Then, there
exists a positive constant C such that

|f(t)| 6 C(1 + |t|)

for any t ∈ R .

Proof. We can argue exactly as in the proof of Lemma 5. �
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4.2. Proof of Theorem 2. Here the idea consists in applying Theorem 8 to the Euler-
Lagrange functional associated with problem (1.14), that is JK, γ : X0 → R defined as

(4.4) JK, γ(u) :=
1

2

∫
Rn×Rn

|u(x)−u(y)|2K(x−y) dx dy− γ
2

∫
Ω
|u(x)|2 dx−

∫
Ω
F (u(x)) dx ,

where F is again the function defined in (1.12).
As we already noted, the functional JK, γ turns out to be well-defined and smooth on

X0, thanks to the assumptions on K and f . Also JK, γ(0) = 0 by definition of F .
Now, let us prove that JK, γ is bounded from below. Indeed, by Lemma 6, it follows that

(4.5)

JK, γ(u) :=
1

2
‖u‖2X0

− γ

2

∫
Ω
|u(x)|2 dx−

∫
Ω
F (t) dx

>
1

2

(
1− γ

λ1

)
‖u‖2X0

−
∫

Ω

(
Mt̃+

λ1 − γ − ε
2

|u(x)|2
)
dx

=
1

2

(
1− γ

λ1

)
‖u‖2X0

− λ1 − γ − ε
2

‖u‖2L2(Ω) −Mt̃|Ω| .

Hence, we get

JK, γ(u) > −Mt̃|Ω| ,

for every u ∈ X0, that is JK, γ is bounded from below in X0.
Now we claim that

(4.6) JK, γ is coercive in X0 .

Indeed, by the fact that

‖u‖2L2(Ω) 6
1

λ1
‖u‖2X0

for any u ∈ X0

(for this see the variational formulation of λ1 given in [26, Proposition 9]), and (4.5), one
has

JK, γ(u) >
1

2

(
1− γ

λ1

)
‖u‖2X0

−
(λ1 − γ − ε

2λ1

)
‖u‖2X0

−Mt̃|Ω|.

Thus,

JK,λ(u) >
ε

2λ1
‖u‖2X0

−Mt̃|Ω| for any u ∈ X0,(4.7)

which shows the claim.
Now, let us prove that the functional JK, γ satisfies the Palais-Smale compactness con-

dition. At this purpose, let {uj}j be a sequence in X0 such that {JK, γ(uj)}j is bounded
and

(4.8) sup
{
|〈J ′K, γ(uj), ϕ〉| : ϕ ∈ X0, ‖ϕ‖X0 = 1

}
→ 0, as j → +∞.

Since JK, γ is coercive and {JK, γ(uj)}j is bounded, the sequence {uj}j turns out to be
bounded in X0. Hence, being X0 a reflexive space (it is a Hilbert space, by [25, Lemma 7]),
there exists u∞ ∈ X0 such that, up to a subsequence, {uj}j converges to u∞ weakly in
X0, that is (3.20) holds true. As a consequence, by applying [25, Lemma 8] and [5, Theo-
rem IV.9], we know also that (3.21) is satisfied.
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By (4.8) and the fact that {uj}j is bounded in X0, we have

(4.9)

0←〈J ′K, γ(uj), uj − u∞〉 =

∫
Rn×Rn

|uj(x)− uj(y)|2K(x− y) dx dy

−
∫
Rn×Rn

(
uj(x)− uj(y)

)(
u∞(x)− u∞(y)

)
K(x− y) dx dy

− γ
∫

Ω
uj(x)(uj(x)− u∞(x))dx

−
∫

Ω
f(uj(x))(uj(x)− u∞(x))dx

as j → +∞ .
Now, observe that, by Lemma 7, the Hölder inequality, (1.7) and (3.21), we get

(4.10)

∣∣∣∣γ ∫
Ω
uj(x) (uj(x)− u∞(x))dx+

∫
Ω
f(uj(x))(uj(x)− u∞(x))dx

∣∣∣∣
6 γ‖uj‖L2(Ω)‖uj − u∞‖L2(Ω)

+ C

∫
Ω

(1 + |uj(x)|)|uj(x)− u∞(x)| dx

6 γ‖uj‖L2(Ω)‖uj − u∞‖L2(Ω)

+ C‖uj − u∞‖L1(Ω) + C‖uj‖L2(Ω)‖uj − u∞‖L2(Ω) → 0,

as j → +∞. Hence, taking into account (3.20) with ϕ = u∞ and (4.10), relation (4.9) gives
that∫

Rn×Rn

|uj(x)− uj(y)|2K(x− y) dx dy →
∫
Rn×Rn

|u∞(x)− u∞(y)|2K(x− y) dx dy ,

that is

(4.11) ‖uj‖X0 → ‖u∞‖X0 ,

as j → +∞.
Arguing as in the final part of the proof of the validity of the Palais-Smale condition in

Subsection 3.2, we obtain that uj → u∞ strongly in X0 as j → +∞, concluding the proof
of the Palais-Smale condition.

Finally, let us study the geometry of the energy functional JK, γ . At this purpose, let
k ∈ N be as in assumption (1.19). With the notations of Theorem 8 in Appendix A, we put

E1 :=
{
u ∈ X0 : 〈u, ej〉X0

= 0 for any j = 1, . . . , k
}

and

E2 := span{e1, . . . , ek} .
One clearly has X0 = E1 ⊕ E2 and dimE2 < +∞. The next step consists in verifying that
the functional JK, γ has a local linking at 0, that is

(4.12) JK, γ(u) > 0, ∀u ∈ E1 with ‖u‖X0 6 R

and

(4.13) JK, γ(u) 6 0, ∀u ∈ E2 with ‖u‖X0 6 R

for some R > 0 .
First of all, let us prove (4.12). At this purpose, note that, by (1.19) there exist β ∈

(0, λk+1 − γ) and % ∈ (0, t̃) such that

f(t)

t
< β,
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for any t such that |t| ∈ (0, %). Hence,

(4.14)

∫
|u(x)|<%

F (u(x)) dx =

∫
|u(x)|<%

(∫ u(x)

0
f(t)dt

)
dx

=

∫
|u(x)|<%

(∫ u(x)

0

f(t)

t
t dt

)
dx

6
β

2

∫
|u(x)|<%

|u(x)|2 dx

6
β

2

∫
Ω
|u(x)|2 dx .

Now, let us fix p ∈ (2, 2∗). Due to Lemma 6, one has

(4.15) F (t) 6Mt̃+
1

2
(λ1 − γ − ε)|t|2 6

(Mt̃

%p
+
λ1 − γ − ε
%p−2

)
|t|p,

provided |t| > %. Thus, the Sobolev embedding theorem gives

(4.16)

∫
|u(x)|>%

F (u(x)) dx 6
(Mt̃

%p
+
λ1 − γ − ε
%p−2

)
‖u‖Lp(Ω) 6 c

∗‖u‖pX0
,

where

c∗ :=
(Mt̃

%p
+
λ1 − γ − ε
%p−2

)
cpp

and cp is the constant of the embedding X0 ↪→ Lp(Ω).

Now, if u ∈ E1, then u =
+∞∑
i=k+1

βiei, for suitable βi ∈ R, where i ∈ N and i > k + 1.

Owing to (2.4) and (2.5), one has

‖u‖2L2(Ω) =
+∞∑
i=k+1

β2
i

∫
Ω
ei(x)2dx =

+∞∑
i=k+1

β2
i

λi
〈ei, ei〉X0 6

1

λk+1
‖u‖2X0

,

i.e.,

(4.17) ‖u‖2L2(Ω) 6
1

λk+1
‖u‖2X0

,

for any u ∈ E1. Then, by (4.14), (4.16) and (4.17) we get

JK,λ(u) >
1

2

(
1− γ

λk+1

)
‖u‖2X0

−
∫
|u(x)|<%

F (u(x)) dx−
∫
|u(x)|>%

F (u(x)) dx

>
1

2

(
1− γ

λk+1

)
‖u‖2X0

− β

2
‖u‖2L2(Ω) − c

∗‖u‖pX0

>
1

2

(
1− γ

λk+1
− β

λk+1

)
‖u‖2X0

− c∗‖u‖pX0
.

Since p > 2, if ‖u‖X0 is small enough, say ‖u‖X0 6 R1, with R1 > 0, by the above relation
it follows that (4.12) holds true.

Now, let us prove (4.13). For this, again due to (1.19) it follows that

(4.18) F (t) =

∫ t

0

f(τ)

τ
τ dτ >

λk − γ
2
|t|2,

provided 0 < |t| < δ. Since E2 is finite dimensional, we can find a positive constant R2 such
that ‖u‖∞ < δ, if u ∈ E2 and ‖u‖X0 6 R2. Consequently, thanks to (4.18), for any u ∈ E2

with ‖u‖X0 6 R2, we get

(4.19) F (u(x)) >
λk − γ

2
|u(x)|2,
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for a.e. x ∈ Rn.
Moreover, if u ∈ E2, then

u =

k∑
i=1

αiei

for suitable αi ∈ R, where i = 1, ..., k. Owing to (2.4) and (2.5) one has

‖u‖2X0
=

k∑
i=1

α2
i 〈ei, ei〉X0 =

k∑
i=1

α2
iλi

∫
Ω
|ei(x)|2 dx 6 λk

∫
Ω
|u(x)|2 dx.

This fact and (4.19) imply that for any u ∈ E2 with ‖u‖X0 6 R2 we have

JK, γ(u) 6
1

2
‖u‖2X0

− γ

2
‖u‖2L2(Ω) −

λk − γ
2
‖u‖2L2(Ω)

6
λk
2
‖u‖2L2(Ω) −

γ

2
‖u‖2L2(Ω) −

λk − γ
2
‖u‖2L2(Ω) = 0,

which clearly means that (4.13) holds true.
Choosing R := min{R1, R2}, we get that (4.12) and (4.13) are satisfied. Hence the

geometric features required by Theorem 8 are respected by the functional JK, γ .
By (4.12) and (4.13) it is easily seen that

inf
u∈X0

JK, γ(u) 6 0 .

If inf
u∈X0

JK, γ(u) = 0, then, by (4.12) we get that JK, γ(u) = 0 for every u ∈ E2 with

‖u‖X0 6 R. This fact implies that all the functions u ∈ E2 with ‖u‖X0 6 R are weak
solutions of problem (1.1).

On the other hand, if inf
u∈X0

JK, γ(u) < 0, Theorem 8 ensures the existence of at least two

nontrivial critical points for the energy functional JK, γ . Anyway, we have the existence of
at least two nontrivial weak solutions for problem (1.1). The proof of Theorem 2 is now
complete.

5. Some final comments

The results stated in Theorem 2 still holds true if the function f = f(t) is replaced with
f = f(x, t), that is, more precisely, if f : Ω× R→ R is a Carathéodory function such that

(5.1) −∞ < lim inf
|t|→∞

f(x, t)

t
6 lim sup
|t|→∞

f(x, t)

t
< λ1 − γ uniformly a.e. x ∈ Ω

(5.2)

there exist an integer k > 1 and a constant δ > 0 such that

f(x, t)

t
> λk − γ for every 0 < |t| < δ uniformly a.e. x ∈ Ω

and lim sup
t→0

f(x, t)

t
< λk+1 − γ uniformly a.e. x ∈ Ω.

In this case we just need more care in proving the estimates on f and its primitive F we
used along the proofs of our results.

Finally, we just would like to recall that very recently in [32] Teng studied the existence of
two nontrivial solutions for a parametric nonlocal hemivariational inequalities with Dirich-
let boundary condition, by using a non-smooth critical point theorem due to Arcoya and
Carmona [2]. For completeness we just point out that, by using a non-smooth version of the
Brezis-Nirenberg result obtained by Wu in [33, Theorem 2.3], our approach can be exploited
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for proving the existence of two nontrivial solutions for nonlocal differential inclusions of
the form

(5.3)

{
−LKu+ a(x)u ∈ ∂j(x, u) in Ω
u = 0 in Rn \ Ω,

where j is a suitable measurable function such that j(x, ·) is locally Lipschitz continuous
for a.e. x ∈ Ω. Here ∂j(x, ·) denotes the generalized subdifferential in the sense of Clarke.

Appendix A. The Brezis-Nirenberg theorem in the presence of splitting

In order to prove the multiplicity results stated in Theorem 1 and Theorem 2 our main
tool is given by the celebrated critical point theorem in the presence of splitting established
by Brezis and Nirenberg in [6, Theorem 4]. For reader’s convenience and for making this
paper self-contained, we recall it here below:

Theorem 8 ([6, Theorem 4]). Let (E, ‖ · ‖) be a Banach space such that E = E1 ⊕ E2

with dimE2 <∞. Let I ∈ C1(E) with I(0) = 0, satisfying the Palais-Smale condition and
assume that, for some R > 0

(A.1)
I(u) > 0 for u ∈ E1 with ‖u‖ 6 R
I(u) 6 0 for u ∈ E2 with ‖u‖ 6 R .

Assume also that I is bounded from below and inf
u∈E
I(u) < 0.

Then, I has at least two nontrivial critical points.

Condition (A.1), which means that the functional I has a local linking at 0, was introduced
by Liu and Li in [12]. Together with the Palais-Smale condition, the local linking property
and the boundedness from below of the functional I are the main assumptions in Theorem 8,
whose proof is based on Ekeland’s variational principle and on a general deformation lemma.
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